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to ascend into the shining world again. 

He first, I second, without thought of rest                 

we climbed the dark until we reached the point 

where a round opening brought in sight the blest 

and beauteous shining of the Heavenly cars. 

And we walked out once more beneath the Stars.” 

 

-Dante Alighieri  (The Inferno) 
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ABSTRACT 

Brown, Todd S. M.S., Purdue University, December, 2008.  Multi-Body Mission Design 
in the Saturnian System with Emphasis on Enceladus Accessibility.  Major Professor:  
Kathleen C. Howell. 
 
 
 

Recent discoveries regarding Saturn’s moon, Enceladus, have transformed the small 

icy moon into one of the most desirable solar system destinations for future robotic 

reconnaissance.  In designing a mission to Enceladus, the insignificant size of Enceladus 

and its close proximity to Saturn combine to create a remarkably challenging multi-body 

problem.  This investigation offers an overview of three key aspects of the Enceladus 

transfer problem including: the design of an Enceladus science orbit, the design of 

Saturnian orbits that permit periodic encounters with Enceladus and additional Saturnian 

moons, and the design of gravity-assist flyby sequences in the Saturnian system involving 

five of Saturn’s most massive moons: Enceladus, Tethys, Dione, Rhea, and Titan.  

Although focused specifically on the design problem associated with supporting a 

mission in the Saturnian system, the Enceladus transfer problem is analyzed from a multi-

body perspective.  A substantial portion of this investigation involves the application of 

the Circular Restricted Three-Body Problem (CR3BP) to the Saturnian system, though 

the dynamics of the Saturnian system are also investigated using a six-body dynamical 

model.  A technique is introduced to design a sequence of gravity-assist flybys by 

incorporating multiple gravity fields and applying a scheme that adjusts only one initial 

variable to yield a trajectory with multiple flybys.  The capabilities of the trajectory 

design algorithm are demonstrated through the design of specific gravity-assist flyby 

sequences that are used to reduce the orbital energy of a spacecraft in a large Saturnian 

orbit to an energy level that is closer to the level of Enceladus’ Saturnian orbit.    
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1. INTRODUCTION 

Of all the countless small bodies in the solar system – be they comets, asteroids, 

planets, dwarf planets, or moons – Enceladus, the diminutive moon of Saturn, may 

initially seem to be one of the most insignificant.  Enceladus remains unremarkable in its 

size, composition, and location.  However, even prior to the first forays into the outer 

solar system by Earth-born robotic explorers, Enceladus piqued the interest of 

astronomers who noted the moon’s unusually high visual albedo (or surface reflectivity) 

[1] and who also concluded that Enceladus’ reflectance spectrum was dominated by one 

of the most enticing substances in the solar system: pure water ice [2].  Close 

observations of Enceladus in recent years [3], using a variety of instruments onboard 

interplanetary spacecraft, have catapulted the small moon from the role of an 

astronomical curiosity to one of the few select places in the solar system that apparently 

support the conditions where life, as we know it, could both survive and thrive.  With the 

possibility of life-sustaining conditions on Enceladus, there has been a strong push from 

the scientific community for NASA to send another robotic spacecraft to perform an in-

depth, and preferably dedicated, study of the water-rich moon [4, 5].  However, despite 

the immense interest in Enceladus from the scientific community, the complexities and 

expense to orbit or land on Enceladus requires a mission that would be arguably the most 

ambitious robotic mission NASA has yet undertaken.   

Enceladus is perched precariously inside the tenuous outer rings of Saturn, barely 

beyond Saturn’s main rings, and still deep within the gravity well of Saturn.  Any robotic 

spacecraft entering the Saturnian system must lose an enormous amount of orbital energy 

relative to Saturn to approach Enceladus at a sufficiently low relative velocity to allow 

for orbital insertion or low speed flyby reconnaissance.  The vast reduction in orbital 

energy relative to Saturn could potentially be accomplished with a propulsive maneuver 
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of extremely large magnitude, but a more practical solution includes some use of gravity-

assist flybys of Saturn’s moons as a means to accomplish a propellant-free reduction in 

orbital energy at the cost of an increased time-of-flight.  From the viewpoint of a 

spacecraft mission designer, the Saturnian system thus becomes an astrodynamical 

laboratory; it is ripe with the challenges and opportunities usually encountered in 

interplanetary mission design, though occurring on a much smaller scale and shorter time 

interval.   

1.1 Problem Definition 
 

The purpose of this analysis is the application of multi-body mission design tools to 

the problem of designing a mission in the Saturnian system that includes flybys of several 

Saturnian moons and that concludes with an Enceladus orbital phase.  The fundamental 

question concerns the potential to gain additional insight or solutions to the Enceladus 

arrival trajectory problem by using dynamical models of the Saturnian system that 

incorporate more gravity fields than in a patched conic analysis.  Of course, a patched 

conic approach to mission design is very successful in modeling the Saturnian system.  

Indeed, at least one point solution to this very mission design problem was accomplished 

using traditional mission design tools [4].  However, the transfer to Enceladus poses a 

unique challenge due to the small mass of most of the moons available for gravity-assist 

flybys.  It remains possible that solutions to the Enceladus mission design problem exist 

in a region of the solution space that is inaccessible under patched conic assumptions.  

This investigation offers some of the very first steps into the ultimately open-ended 

problem of multi-body mission design in the Saturnian system, with emphasis on 

Enceladus accessibility.  
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1.2 Multi-Body Mission Design in the Saturnian System 
 

Any mission design strategy in the Saturnian system, or any other planetary system 

for that matter, always originates with the selection of the dynamical model.  Dynamical 

analysis from the multi-body perspective is frequently dependent on the formulation of 

the model; the model impacts the fundamental characteristics of both individual solutions 

and the entire solution space.  As previously demonstrated by other researchers, it is 

possible to successfully design a mission to Enceladus using only patched conic 

assumptions and techniques [4].  However, it is also possible that there are solutions that 

can only be exposed within the contexts of a multi-body model. 

Many problems in astrodynamics will inevitably possess an infinite number of 

solutions of varying feasibility and optimality.  In this investigation the multi-body 

solution space is probed for additional insight concerning the delivery of a spacecraft to 

Enceladus; such insight may only be gained from a model that incorporates multiple 

gravity fields simultaneously.  Of course, there is no guarantee that a multi-body analysis 

will reveal any previously unknown results or that assumptions in formulating a multi-

body model will not exclude possible solutions.  Nevertheless, a multi-body analysis is 

explored to identify new options to this challenging problem.   

To select a dynamical model that succeeds in approaching the Enceladus mission 

design problem from a multi-body perspective, it is necessary to carefully consider the 

balance between the computational speed offered by a simplified model and the accuracy 

provided by a model of higher fidelity.  To determine a spacecraft trajectory to 

Enceladus, two dynamical regimes are of primary importance; both environments merit 

specific consideration and separate dynamic models.  First, consider the environment 

where the spacecraft spends substantial time in the vicinity of a single Saturnian moon, 

while never closely approaching any additional moon; this scenario reflects the portion of 

an Enceladus mission where the spacecraft is in orbit around Enceladus, or even in a 

resonant orbit with a single Saturnian moon.  Note that, even while in close proximity to 

Enceladus, the gravitational perturbation due to nearby Saturn should never be neglected.  

Such an environment is modeled by use of the circular restricted three-body problem.  
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This formulation of the three-body problem allows Saturn’s perturbing influence to be 

continuously modeled for all spacecraft motion in the vicinity of Enceladus. 

The second dynamical regime to be encountered in this analysis occurs during any 

Saturnian tour that incorporates flybys of several moons to alter the spacecraft’s 

trajectory.  The gravity of all such moons involved in the encounters must be included in 

the dynamical model.  The traditional patched conic approach approximates the impact of 

the gravity from these moons by switching between conic models such that only one 

gravity field is included during any time interval.  The model used to simulate this 

environment continually incorporates the influence of Saturn and five of its larger inner 

moons: Enceladus, Tethys, Dione, Rhea, and Titan.  Though there are several ways to 

model the motion of the Saturnian moons, as well as Saturn, this investigation assumes 

that the orbits of the Saturnian moons are coplanar.  This assumption is remarkably 

accurate for the moons used in this investigation, since all of the orbital inclinations 

associated with these moons are less than 1.1 degrees [6].  

1.3 Historical Contributions 
 

A spacecraft in close proximity to a single Saturnian moon is modeled in this analysis 

within the context of the Circular Restricted Three-Body Problem (CR3BP). The CR3BP 

is actually a dynamical model with a surprisingly long and storied past, having been 

examined by some of the greatest minds in the history of dynamics.  Newton published 

his famous Philosophiæ Naturalis Principia Mathematica in 1687; it includes a treatment 

of the general n-body problem, describing the motion through time of an arbitrary 

number of self-gravitating particles [7, 8].  In particular, Newton examined the three-

body problem in an attempt to explain the observed motion of the Moon around the 

Earth, a problem of such purported difficulty that historical records claim the studies 

drove Newton’s head to “ache” [8].   

Euler first examined the three-body problem in 1760. Euler proposed a highly 

simplified model of the problem that describes the motion of a small particle under the 

influence of two fixed-position gravitational sources [7].  An assumption of stationary 
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positions for the massive particles is common in many formulation of the three-body 

problem, however, Euler’s early work neglected the centripetal and Coriolis 

accelerations.  Euler later amended his model to include these latent acceleration terms 

and this modification led to the formulation of the circular restricted three-body problem 

that is familiar today, though the name would not be coined by Poincaré for almost 100 

years [8].  One of Euler’s most significant contributions to the study of the three-body 

problem was the introduction of a synodic (or rotating) reference frame, one in which the 

massive particles in the system remain motionless and equilibrium point solutions do 

exist.  Euler’s published theory on the motion of the Moon (1772), the manuscript for 

which Euler is credited with the discovery of the three collinear equilibrium points, 

shared the Prix de l’Académie de Paris with Lagrange [8].  Lagrange’s  own award-

winning manuscript (1772) contained a separate treatment of the restricted three-body 

problem, one in which Lagrange successfully reduced the system from order 18 to order 

seven and further identified all five of the Lagrange (or libration) equilibrium point 

solutions to the CR3BP.   

The next major contribution to the CR3BP was supplied by Jacobi (1843).  Jacobi not 

only reduced the order of the system in the restricted three-body problem to 6, but also 

identified a single integral of motion, later labeled the Jacobian Integral [8, 9].  The full 

importance of the Jacobian Integral (or Jacobi Constant) was first demonstrated by an 

astronomer, Hill (1878), who defined physical regions of exclusion where the massless 

third body in the CR3BP could not exist for some fixed value of Jacobi Constant.  

Applying his observations of these forbidden regions to the Sun-Earth-Moon system, Hill 

argued that the Moon was bounded to remain within some fixed distance of the Earth and 

could not depart this region so long as the Jacobi Constant remained, as the name 

suggests, constant [9].   

One of the greatest contributors to the understanding of the CR3BP was Poincaré, 

whose 1899 work Méthodes Nouvelles [10] was the most important qualitative treatise of 

the CR3BP to be undertaken up to that time [9].  Poincaré used a qualitative analysis of 

the CR3BP to successfully prove that the problem is non-integrable by techniques that 

use traditional integrals of motion [7].  However, Poincaré argued that, despite the lack of 
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a closed-form solution, there remains an infinite number of periodic solutions in the 

CR3BP, including those he labeled “doubly asymptotic” and which, today, would be 

commonly described as chaotic [8].   

The CR3BP received its first major contribution of the 20th century from Moulton 

(1920) who used linearized approximations of the motion of a particle relative to the 

Lagrange points to prove the existence of three types of three-dimensional periodic orbits 

in the vicinity of the collinear Lagrange points [11].  Between 1897 and 1911, Darwin 

studied the “evolution” of periodic solutions to the CR3BP [7], and by 1922 Strömgren 

and his colleagues in Denmark had undertaken the numerically laborious task of 

identifying over a dozen categories of orbits in the restricted three-body problem, though 

a more thorough numerical investigation would wait for the advent of the digital 

computer [11].   

It should be noted that, in 1912, Sundman succeeded in deriving a convergent power 

series solution to the restricted three-body problem [7, 8].  However, the series solution 

from Sundman suffers from very slow convergence.  As a result, while Sundman 

effectively “solved” the non-integrable three-body problem, his solution offered virtually 

no additional insight into the dynamical nature of the CR3BP.  The use of Sundman’s 

solution in modern dynamical studies of the CR3BP is particularly rare.   

In 1967, Szebehely published his Theory of Orbits, which would come to be regarded 

as the definitive text on the circular restricted three-body problem.  Although Szebehely’s 

text is now out-of-print, it remains a common reference on the three-body problem.  The 

application of the restricted three-body problem moved into the space-age in the 1960’s 

when, considering the possible use of a Lagrange point orbiting relay spacecraft for use 

by NASA’s Apollo program, Breakwell was joined at Stanford University by Farquhar.  

They suggested the use of the out-of-plane “halo” orbits that exist in the CR3BP as a 

solution to the lunar communications problem [11].  While the analytic approximations 

later used by Farquhar and Kamel (1973) [12] tend to break down as the size of the halo 

orbits increases, Howell (1984) undertook a largely numerical study to extend the 

families of halo orbits beyond the ranges of those previously computed [13].  While 

never employed for the Apollo program, the halo orbits originally identified by Farquhar 
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and Breakwell (1970) [14, 15] and the halo families later expanded by Farquhar and 

Kamel [12], as well as Howell [13], would ultimately see flight by a number of robotic 

spacecraft including ISEE-3 [16], WIND [17], SOHO [18], ACE [19], MAP [20], and 

Genesis [21].  As many as four additional Lagrange point missions are at various phases 

of design or fabrication and all are scheduled to launch by 2013 [22]. 

1.4 Focus of this Work 
 

Building on the solid historical basis of the circular restricted three-body problem, the 

current investigation endeavors to apply established mission design techniques from the 

restricted three-body problem to the problem of mission design in the Saturnian system, 

with Enceladus as a specific target of interest.  In addition to a reliance on a rich 

background relating to the dynamical systems used throughout this investigation, an 

alternative method of mission design is also explored.  However, the core of this analysis 

is the application of multi-body dynamics to a very real physical problem in this solar 

system, and dynamical tools, therefore, are developed for the express purpose of probing 

the Saturnian system.  

 This investigation is organized as follows: 

 

• Chapter 2: The necessary background regarding the formulation of the circular 

restricted three-body problem is developed.  A derivation of the State Transition 

Matrix (STM) associated with various periodic orbits in the three-body problem is 

included as well as a discussion of the application of the STM in targeting closed 

periodic orbits in the restricted three-body problem.  Two-body mean motion orbital 

resonance is introduced and compared to orbital resonance in the restricted three-

body problem.  A method to identify and correct resonant orbits in the circular 

restricted three-body problem is detailed.  A discussion relating to the mechanics of 

gravity-assist flyby trajectories is provided both for the patched conic model as well 
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as multi-body models.  A means of quantifying the effect of a gravity-assist flyby in a 

multi-body dynamical model is introduced. 

 

• Chapter 3: A preliminary examination of orbits in the vicinity of Saturn’s moon, 

Enceladus, is described.  The orbits of interest include families of periodic Lagrange 

point trajectories, both planar and three-dimensional, as well as nearly “conic” 

circular orbits.  The sensitivity of low Enceladus orbits is demonstrated through 

sample numerical integration. 

 

• Chapter 4: Resonant orbits, and a means to calculate such orbits, are introduced both 

for the two-body as well as the three-body model.  Families of resonant orbits are 

constructed as a demonstration of their utility to the problem of identifying a 

spacecraft trajectory that will frequently fly by Enceladus.  An additional model of 

the Saturnian system, one that includes the gravitational influence of Saturn and five 

of its larger inner moons, is introduced; trajectories computed in the restricted three-

body problem are integrated into this six-body model to illustrate differences between 

the models.   

 

• Chapter 5: An optimization-based algorithm to design a sequence of flybys of the 

Saturnian moons is developed and implemented to design trajectories in the multi-

body Saturnian model.  The formulation of the trajectory design algorithm is detailed 

and flyby sequences that result from this algorithm are demonstrated.  The advantages 

and disadvantages of this multi-body trajectory design algorithm are discussed in 

comparison to patched conic mission analysis 

 

• Chapter 6: The final chapter includes a summary of the major results of the 

investigation.  Also included is a discussion of possible future work to extend the 

results.  
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2. BACKGROUND 

2.1 The Circular Restricted Three-Body Problem (CR3BP) 
 

This investigation will make frequent use of the restricted three-body problem in 

modeling a system that includes both Saturn and one of its moons.  To facilitate a better 

understanding of the results drawn from this model when it is applied specifically to the 

Saturnian system, the full formulation of the circular restricted three-body problem is first 

introduced.   

2.1.1  Assumptions 
 

The general three-body problem offers a framework to determine the motion, as a 

function of time, of a particle, 3P  of mass 3m , under the gravitational influence of two 

larger particles, 1P  and 2P , of masses 1m  and 2m , respectively.  The general three-body 

problem is a reduced model in the n-body problem of celestial mechanics, where n = 3.  

The positions of each of the particles are measured in a coordinate system with an 

inertially fixed base point, O, as apparent in Figure 2.1.  In celestial mechanics, 

the problem that represents the motion of n bodies possesses a closed-form analytical 

solution only for the case of two bodies (i.e., n = 2).  However, the solution to even the 

two-body problem requires the introduction of a specific formulation, that is, relative 

motion as opposed to absolute motion.  As such, it is not surprising that the addition of a 

third gravitational source in the general three-body problem results in a dynamical system 

of equations that cannot be solved analytically in closed form.  In this case, the equations 
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Figure 2.1  Formulation of the general three-body problem. 

 

of motion (EOM) governing the system behavior can be easily derived by combining the 

vector forms of Newton’s second law with Newton’s law of universal gravitation to yield 

the following, 

 233
23

23
133

13

13
33 R

R
mGmR

R
mGmRm −−=′′ , (2.1) 

where overbars indicate vector quantities.  In Equation 2.1, prime denotes a time 

derivative with respect to an inertially fixed base point and the position vectors are 

defined in Figure 2.1.  Based on the laws of Newtonian mechanics, the linear momentum, 

angular momentum, and total energy of the system combine to produce a total of 10 

scalar integrals of the motion.  However, given the dependent variables in Equation 2.1, a 

complete solution requires 18 integrals of the motion.  Since the required number of 

constants to solve Equation 2.1 is greater than the number of integrals that are available 

based on mechanics, the general three-body problem is non-integrable. 

Despite the fact that the general three-body problem cannot be solved analytically in 

closed form, it is possible to reduce the problem with the aid of simplifying assumptions.  

The assumptions consistent with the Circular Restricted Three-Body Problem (CR3BP) 
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23R
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are generally very successful in decreasing the complexity of the problem.  The first 

assumption involves the mass of the particle of interest, 3P .  The mass 3m  is assumed to 

be infinitesimal in relation to the masses of the other two particles: 213 ,mmm << .  

Effectively, this assumption implies that the two remaining particles, 1P  and 2P , exert a 

gravitational influence on each other as well as on the particle of interest, 3P , but the 

third particle will not affect the motion of the two larger bodies.  Thus, 1P  and 2P  move 

in two-body conic orbits.  The reduced formulation reflected in the CR3BP offers 

additional dynamical insight, although an analytical solution to the problem is still not 

available.   

An additional assumption to further reduce the problem, is a restriction on the motion 

of the two massive particles, 1P  and 2P .  The two primary bodies are assumed to move 

on perfectly circular paths relative to the barycenter of the system and to each other.  

Another common formulation of the three-body problem, one not considered here, allows  

 

 

 
Figure 2.2  Formulation of the Circular Restricted Three-Body Problem 
(CR3BP) relative to a rotating coordinate system. 

Ŷ
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for elliptical motion of the primaries relative to their common barycenter.  However, this 

elliptic formulation is more complex and unnecessary when applied to the Saturnian 

system, where many of the moons lie on nearly circular orbits around Saturn, with typical 

eccentricities on the order of e = 0.001 [6].  The formulation of the CR3BP appears 

graphically in Figure 2.2.  In Figure 2.2, a standard cartesian inertial vector basis, I, 

centered at the system barycenter, B, is defined, denoted with directions along X̂  and Ŷ  

(where Ẑ  is normal to the page).  Note that a carat indicates a unit vector.  Introduce an 

additional rotating reference frame, R, centered at the system barycenter, B, such that the 

x-axis of the rotating frame, x̂ , is always parallel to the line connecting the larger 

primary, 1P , to the smaller primary, 2P . The z-axis of the rotating reference frame, ẑ , is 

directed parallel to the orbital angular momentum vector associated with the motion of 

the system primaries, and ŷ  completes the right-hand vector basis.  The rotating 

reference frame is related to the inertial reference frame through the angle, .  The 

rotation rate of this reference frame, is equal to the mean motion of the system primaries, 

N.  The introduction of this rotating reference frame is key to the formulation of the 

CR3BP because it facilitates the identification of fixed equilibrium points that correspond 

to solutions to the nonlinear system of equations.  The equilibrium points serve as a 

starting point for the determination of periodic orbits in the CR3BP.  

2.1.2 Derivation of the Non-Dimensional Equations of Motion 
 

In addition to the simplifying assumptions, the equations of motion (EOM) in the 

restricted three-body problem are typically manipulated to further simplify their form and 

appearance.  First, the EOM in the three-body problem (i.e., Equation 2.1) are non-

dimensionalized by multiplication and division with appropriate characteristic quantities.  

The characteristic quantities are defined to reduce the parametric quantities in the EOM 

to unity.  The characterisitic length, *l , is equal to the distance between the primaries, 
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 21
* RRl += , (2.2) 

and the characteristic mass, *m , is equal to the sum of the masses of the two primaries, 

 21
* mmm += . (2.3) 

The characteristic time, *t , is defined as the rotation period of the system primaries, 

 
2
1

*

*
*

~ 







=

mG
lt , (2.4) 

where the definition of *t  depends also on the non-dimensional gravitational constant,  

 1
)(
)(~

2**

3*

==
tm
lGG . (2.5) 

The independent variable in the CR3BP is time, specifically τ , the non-dimensional 

time,   

 *t
t

=τ . (2.6) 

Finally, the mean motion of the primary bodies is also non-dimensionalized to the value 

n, such that, 

 1* ==⋅=
τ
θ

d
dtNn . (2.7) 

In addition to the definition of the characteristic quantities, the EOM in the CR3BP are 

typically expressed in terms of the mass fraction associated with the two system 

primaries, 1P  and 2P .  This mass fraction, µ , is defined as follows,  

 *
2

21

2

m
m

mm
m

=
+

=µ . (2.8) 
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With the characteristic quantities as defined in Equations 2.2-2.8, it is possible to simplify 

the original EOM, Equation 2.1, to the following vector form,  

 3
23

23
3

13

13
3

)1(
r

r

r
r

r
µµ −

−
−−

=′′ , (2.9) 

where the superscript primes denote derivatives with respect to non-dimensional time, τ , 

as measured in terms of the inertial reference frame centered on the CR3BP system 

barycenter.  The relative position vectors that appear in Equation 2.9 result from the non-

dimensionalization of the corresponding position vectors in the general three-body 

problem, that is, 

 zzyyxx
l
Rr ˆˆˆ*

3
3 ++== , (2.10) 

 zzyyxx
l
Rr ˆˆˆ)(*

13
13 +++== µ , (2.11) 

 222
*
13

13 )( zyx
l
R

r +++== µ , (2.12) 

 [ ] zzyyxx
l
Rr ˆˆˆ)1(*

23
23 ++−−== µ , (2.13) 

 [ ] 222
*
23

23 )1( zyx
l
R

r ++−−== µ . (2.14) 

Note that these vectors are written in terms of components in the rotating frame. 

The vector EOM in Equation 2.9, while complete, is far more useful when written in 

terms of the cartesian coordinates of the rotating reference frame.  To this end, kinematic 

expressions for 3r ′  and 3r ′′ can be derived by application of the well-known kinematic 

expansion, that is,  
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 3
33

3 r
d

rd
d

rdr RI
RI

×+==′ ω
ττ

, (2.15) 

 ( )332
3

2

2
3

2

3 2 rr
d

rd
d

rdr RIRIRI
RI

××+×+==′′ ωωω
ττ

. (2.16) 

In Equation 2.16, 3r ′′  is the inertial second derivative with respect to non-dimensional 

time, in terms of derivatives as observed in the rotating reference frame and the angular 

rotation rate of the rotating reference frame, that is, zznz
d
dRI ˆˆˆ ===
τ
θ

ω .  The kinematic 

expressions for the velocity and acceleration with respect to non-dimensional time, 

2
3

2

τd
rdR

, are written as follows, 

 zzyyxx
d
rdr

R

ˆˆˆ3
3  ++==

τ
, (2.17) 

 zzyyxx
d

rdr
R

ˆˆˆ2
3

2

3  ++==
τ

, (2.18) 

where the dots denote derivatives relative to an observer in the rotating reference frame, 

R, and with respect to non-dimensional time.  After substituting the result of Equation 

2.18 into Equation 2.16, it is apparent that the kinematic expansion for the inertial 

velocity and acceleration are expressed as,  

 zzynxyxnyxr ˆˆ)(ˆ)(3  +++−=′ , (2.19) 

 zzyynxnyxxnynx
d

rdr
I

ˆˆ)2(ˆ)2( 22
2

3
2

3  +−++−−==′′
τ

. (2.20) 

The result of Equation 2.20 can finally be substituted on the left side in Equation 2.9 and 

further decomposed into scalar form to deliver the final CR3BP equations of motion: 
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[ ]
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=

µµ . (2.23) 

These differential equations govern the motion of 3P  under the gravitational influence of 

the two primaries, and all simulations in the CR3BP will result from the numerical 

integration of Equations 2.21-2.23. 

2.1.3 The Jacobian Integral 
 

As a means of simplifying the expression of the EOM in the CR3BP, define a pseudo-

potential function, 

 
2

)()1( 22

2313

* yx
rr

U +
++

−
=

µµ . (2.24) 

The pseudo-potential function is similar to the gravitational potential function in that it 

depends only on position within the three-body system, but *U
 

also includes the 

centrifugal acceleration of the CR3BP.  Note that the equations of motion of the CR3BP 

can be rewritten in terms of the pseudo-potential function as: 
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z

Uz
∂

∂
=

*

 . (2.27) 

It is possible to operate on Equations 2.25-2.27 and produce a single integral of the 

motion in the CR3BP.  One method to determine this integral involves the dot product of 

the rotating velocity vector, zzyyxxr ˆˆˆ  ++= , and the vector expression of the EOM in 

Equations 2.25-2.27.  The expression that results is, 

 
τd

dUzzyyxx
*

=++  , (2.28) 

and this expression can be directly integrated over non-dimensional time, τ , and further 

reduced to the form, 

 ( )
2

2
2
1 *222 cUzyx −=++  . (2.29) 

The constant of integration in Equation 2.29 is arbitrarily defined as 
2
c

 so that the 

constant can be more easily expressed as, 

 2*2 vUc −= . (2.30) 

The constant of integration, c, is an integral of the motion and is referred to variously as 

the Jacobian Integral and Jacobi Constant.  The Jacobi Constant possesses particular 

value for astrodynamics problems since it is an energy-like quantity that remains constant 

regardless of the motion of a particle in the CR3BP.  Knowledge of the Jacobi Constant 

associated with a path in the CR3BP is used to determine forbidden regions that are 

inaccessible to the particle throughout the evolution of its path. 
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2.1.4 Transformations between the Inertial and Rotating Reference Frames 
 

As is frequently true for many astrodynamics problems, data may be best visualized 

in the rotating reference frame, the inertial reference frame, or both.  As such, a 

transformation between these two frames is desirable.  In general, the transformation of a 

vector from rotating coordinates to inertial coordinates is accomplished via a direction 

cosine matrix, )(τRI C , that is, 
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
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
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ˆ
ˆ

τ . (2.31) 

In the CR3BP, the angle between the rotating reference frame and the inertial reference 

frame increases at a constant rate (Equation 2.7).  Therefore, the transformation matrix 

depends only on the non-dimensional time, τ .  The transformation matrix in the CR3BP 

describes a simple rotation about the common z-axis of the rotating and inertial reference 

frames, 
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ττττ

τRI C , (2.32) 

where 0τ  is the initial integration time, and is generally assumed to be zero.   

Of additional utility is a matrix transformation that simultaneously transforms both 

position and velocity states between the rotating and inertial reference frames.  However, 

transformation of the velocity state involves the use of the basic kinematic equation from 

Equation 2.15.  To derive the transformation matrix, first define the position and velocity 

vectors in terms of inertial coordinates, 

 ZZYYXXr ˆˆˆ
3 ++= , (2.33) 
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 ZZYYXXr ˆˆˆ
3 ′+′+′=′ . (2.34) 

 

The kinematic description of an inertial position and velocity state in terms of rotating 

coordinates appears in Equations 2.10 and 2.20.  The complete transformation from 

rotating to inertial coordinates results in the following block matrix for the position and 

velocity transformation: 
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Of course, the inverse transformation between position and velocity components is then,  
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The lower-left sub-matrix in Equation 2.35 and 2.36, )(τC , is defined,  
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Note the close relationship between the matrix in Equation 2.37 and the transformation 

matrix in Equation 2.32. 
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2.1.5  The Lagrange Points 
 

It is noteworthy that the equations of motion for the CR3BP, Equations 2.21-2.23, are 

autonomous.  As a result, time-independent stationary solutions and/or periodic orbits 

may exist.  In fact, five equilibrium point solutions to Equations 2.21-2.23 are known.  

Stationary solutions are determined by solving for the x, y, and z position coordinates that 

result in the rotating velocity and acceleration components equaling zero, 
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The position coordinates of the stationary solutions to these CR3BP equations of motion 

are denoted with a subscript “L” in acknowledgment of Joseph-Louis Lagrange, in whose 

honor the equilibrium points are named. 

While all three of Equations 2.38-2.40 are coupled non-linear differential equations, 

Equation 2.40, can be examined independently.  Note that by reducing the z acceleration 

to zero in Equation 2.40, the value of Lz  can be solved trivially to determine, 0=Lz .  

This result immediately indicates that all equilibrium solutions to Equations 2.21-2.23 lie 

in the plane of motion of the two primary bodies, 1P and 2P .  The location of two of the 

equilibrium point solutions, those known as the equilateral points, were first identified by 

Lagrange [8].  Lagrange observed that by assuming 12313 ==
LL

rr , Equations 2.38 and 

2.39 reduce to an identity.  Given that 12313 ==
LL

rr , the equilibrium point is exactly the 

same distance from both the first and second primaries; this distance is also equal to the 

separation distance between the two primaries.  There are two points in the xy-plane that 



 

 

 

21

satisfy these conditions.  These two equilibrium points, commonly labeled 4L  and 5L , 

are located at the third vertices of two equilateral triangles, symmetric across the x-axis, 

that include the two system primaries, 1P  and 2P , at the remaining triangle vertices, as 

seen in Figure 2.3.  The location of 4L  and 5L , at the vertices of these equilateral 

triangles leads to a common name for these points, “the equilateral points.” 

 

 
Figure 2.3  Relative locations of the five Lagrange points in the CR3BP. 

 

Knowledge of the locations of 4L  and 5L , at the vertices of equilateral triangles, 

immediately yields the coordinates of these equilibrium Lagrange points, that is, 
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±=Ly .  By convention 4L  corresponds to the positive Ly value 

and leads the second primary, 2P , in its orbit around the barycenter; 5L  is located at 

2
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−=Ly  and trails the motion of the second primary.   
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Although not as geometrically intuitive, three additional equilibrium points exist in 

the CR3BP.  These remaining Lagrange points, 1L , 2L , and 3L , are isolated by assuming 

0== LL zy  in Equations 2.38-2.40.  Equations 2.38 then reduces to a fifth-order 

polynomial equation in Lx .  By nulling the y and z coordinates of the remaining 

Lagrange points, the physical location of the final equilibrium points is constrained to lie 

along the line connecting the two system primaries, 1P  and 2P ; thus, these points along 

the x-axis are labeled the “collinear points”.  The solution for Lx  using a numerical root 

solving technique returns five roots, although two include imaginary components that 

lack physical significance.  The three remaining real-valued roots for Lx  supply the x-

coordinates for the remaining Lagrange points. The values of Lx  corresponding to the 

collinear points vary depending on the system mass ratio, µ .  As in Figure 2.3, 

regardless of the µ  value of the system, the Lagrange points are labeled according to a 

common convention, where 1L  is the collinear equilibrium point that lies between 1P  and 

2P , 2L  lies along the x-axis beyond the 2P  mass in the x̂+  direction, and 3L  is also on 

the x-axis, but beyond the 1P  mass in the x̂−  direction.   

2.1.6 The State Transition Matrix 
 

In addition to the Lagrange equilibrium point solutions, it is also often desirable to 

search for periodic orbits near the Lagrange points that are solutions to the non-linear 

differential equations of the CR3BP.  The CR3BP is non-integrable, so computing 

periodic solutions requires a numerical differential corrections process.  At the heart of 

the numerical corrections scheme used in this analysis is a State Transition Matrix (STM) 

associated with the variational equations relative to a reference solution to the non-linear 

differential equations in the CR3BP.   

Many of the elements of the STM depend on derivatives of the energy-like scalar 

pseudo-potential function from Equation 2.24.  Given a reference solution, variations 
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with respect to the reference are predicted using the STM.  The development of the 

variational equations begins with the state space representation of the non-linear CR3BP 

in terms of the state, [ ]TzyxzyxX =)(τ ,  

 )(XfX = . (2.41) 

However, the three-body problem is non-integrable, so a closed form solution for )(τX  
is unattainable.  Instead, define a reference path in the CR3BP, )(τnX , that is both time-

varying and satisfies the differential equations of motion.  In this case, a desired solution 

nearby the reference, )()()( τδττ nn XXX += , can be represented by a Taylor’s series 

expansion about )(τnX  neglecting all terms of order higher than the first-order linear 

approximation.  The Taylor series expansion results in the linear system equation 

expressed in terms of the variations in the state [ ]TzyxzyxX  δδδδδδτδ =)( , 
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In Equation 2.42, )(τA  is the Jacobian matrix defined as
nXX

fA
∂

∂
=)(τ , and is evaluated 

along the reference solution, )(τnX .  The lower-right 33×  sub-matrix of )(τA  in 

Equation 2.42 involves the second partial derivatives of the pseudo-potential function 

from Equation 2.24, 
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The general solution [23] to the differential equations in Equation 2.42 will be of the 

following form, 

 )(),()( 00 τδτττδ XX Φ= . (2.49) 

In general, the matrix, ),( 0ττΦ , as in Equation 2.49, is the State Transition Matrix (STM) 

that relates the variation in the system state at integration time, 0τ , to the variation at 

time τ .  The STM reflects the sensitivities via the following partial derivatives, 
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Thus, the STM effectively serves as a linear predication of the sensitivity of the final state 

of a solution to variations in the state at an earlier time.   

Differentiating Equation 2.49 and substituting the resulting expression into Equation 

2.42 results in the differential equation that governs the evolution of the STM, 

 ),()(),( 00 τττττ Φ=Φ A . (2.51) 

Since )(τA  is evaluated along a time-varying reference solution, in general, )(τA  is 

time-varying (although )(τA  is constant for variations relative to the Lagrange points, of 

course).  The state transition matrix, ),( 0ττΦ , is generally determined through numerical 

integration of Equation 2.51 along with the EOM in Equations 2.21-2.23.  At the initial 

time,  ),( 00 ττΦ , is equal to the 66×  identity matrix. 

2.1.7 Differential Corrections Scheme to Determine Periodic Orbits in the CR3BP 
 

To determine periodic orbits in the restricted three-body problem, a differential 

corrections algorithm is employed and various formulations are available.  One type of 

corrections algorithm is a targeter in which small adjustments are made to the initial state, 

to achieve some desired final state.  In an extension of a targeter, a periodic orbit is 



 

 

 

26

determined by solving a two-point boundary value problem such that the initial and final 

states are identical.   

The differential corrector in the current investigation incorporates a gradient-based 

multi-dimensional Newton process, schematically represented in Figure 2.4.  In this 

approach, a reference trajectory is integrated forward in time from some known six-

dimensional initial state, )( 0τX , comprised of the spacecraft cartesian position and 

velocity components.  The resulting final state along the reference path is denoted as 

)( fX τ .  The objective of the differential corrections process is the determination of the 

initial variation, )( 0τδX , relative to the initial state, )( 0τX , that results in the delivery of  

3P  to a desired final target state, that is, *X .  Thus, the target state can be expressed in 

terms of the variation relative to the reference trajectory, that is, 

)()( δττδτ ++= ff XXX .  Note that the representation of the final variation incorporates 

δτ  since the corrector also allows an adjustment in the time relative to the reference path.  

The derivation of the differential corrections algorithm is applicable to any reference 

trajectory.  For the determination of a general periodic orbit, the initial and final state 

 

 
Figure 2.4  Basic schematic of a time-varying targeting method. 
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along the corrected trajectory arc are identical: )()()()( 00 δττδττδτ ++=+ ff XXXX .  

The CR3BP is a time-invariant system, thus, matching the conditions of the initial state at 

some later integration time ensures periodic motion.  An infinite number of periodic 

orbits exist in the CR3BP, and many of the orbits lack any intuitive symmetry.  However, 

besides time-invariance, the differential equations possess symmetry across the xz-plane.  

Thus, families of periodic orbits with notable symmetry are also available, including 

families symmetric across the xz-plane when three-dimensional motion is considered, and 

families symmetric across just the x-axis when motion is constrained to lie in the orbital 

plane of the primaries.  Although an individual three-dimensional trajectory in the 

CR3BP will not generally be symmetric across the xy-plane, any arc in the CR3BP will 

mirror a separate arc across the xy-plane 

In families of periodic orbits that are simply symmetric across the x-axis or xz-plane, 

the symmetry can be exploited for the computation of the orbits.  For symmetry across 

the xz-plane, the orbit must satisfy the mirror theorem [24].  The mirror theorem requires 

two conditions for periodicity: (i) the orbit must be continuous, and (ii) the orbit must 

cross the xz-plane perpendicularly twice. In terms of the state vectors, the y-component of 

position equals zero at the crossing of the xz-plane; the x  and z  components of velocity 

are also zero.  In a planar, two-dimensional orbit, the xz-plane crossing is perpendicular 

to the x-axis.  Given the requirements on the state vector at the perpendicular crossings, it 

is possible to select initial conditions for a targeting scheme to exploit this information.  

Consider the following initial state: [ ]TyzxX 000)( 0000 =τ , one that crosses 

the xz-plane perpendicularly at the initial time.  Integrating forward in time generally fails 

to produce a second perpendicular crossing of the xz-plane.  The goal, then, of the 

differential corrections process is the determination of small variations in the initial y-

velocity, 0yδ , integration time, δτ , and initial position on the xz-plane, ( )zzxx δδ ++ 00 , , 

such that a second perpendicular crossing of the xz-plane occurs.  Of course, in the planar 

case, variations in z are not considered.  The differential corrections process yields the 

desired update of the initial state based on the fundamental targeting relationship in 

Equation 2.49.  When time is variable, the relationship is expanded as, 



 

 

 

28

 δτ
ττττττ

τδτττδ
T

ff
zyxzyxXX 





∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

∂
∂

+Φ=


)(),()( 00 . (2.52) 

The computation of periodic orbits in the CR3BP that possess symmetry across the xz-

plane is further simplified by assuming that only xδ  or zδ  is varied, while the remaining 

state is fixed at the initial value.  If 0z  is assumed to be fixed, then Equation 2.52 can be 

further compacted and subsequently inverted to solve for the updates to the control 

parameters at the initial time, [ ]Tyx 000 δτδδ  , in terms of variations in the constraint 

variables, that is, the x and z components of velocity at the subsequent perpendicular 

crossing: 
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A similar expression can be derived when the x-position coordinate is fixed.  When the 

periodic orbit is assumed to lie in the xy-plane, the expression in Equation 2.53 reduces to 

the following form, 
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Consideration of non-dimensional time, τ , as a variable, can be neglected if the 

numerical integration is terminated at the crossing of the xz-plane.  This capability is 

common in many commercial numerical integration routines, which may further use a 

root solving method to determine the time as well as position and velocity states very 

accurately at the crossing of the xz-plane.   

As an example of periodic orbits in the CR3BP that are symmetric across the xz-

plane, consider the trajectory in Figures 2.5.  In Figure 2.5, a three-dimensional periodic 

orbit, labeled as an 2L  halo orbit, is plotted in the Saturn-Enceladus system.  This single 
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Figure 2.5  A periodic 2L  halo orbit in the Saturn-Enceladus CR3BP; 
plotted in the Enceladus-centered rotating reference frame. 

 
 

orbit results from the previously described differential corrections process, where the 

initial approximation for the perpendicular velocity at the crossing of the xz-plane is 

obtained via a shooting method.  Another example of a periodic orbit in the Saturn-

Enceladus system is the planar trajectory in Figure 2.6.  Unlike the previous example, this 

particular orbit has no direct association with the Lagrange equilibrium points.  The orbit 

in Figure 2.6 is a 4:5 resonant orbit in the Saturn-Enceladus system.  Along this  
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Figure 2.6  A periodic resonant orbit in the Saturn-Enceladus CR3BP; 
plotted in the rotating reference frame, with Enceladus enlarged 25× . 

 

trajectory, the spacecraft completes four orbits of Saturn in the time required for 

Enceladus to complete five revolutions.  Note also that the initial guess for the targeting 

routine originated with the x-axis crossing between Saturn and Enceladus.  Then, the final 

targeted state lies at the x-axis crossing near 000,180−≈x km.  For this orbit, two 

additional non-perpendicular crossings of the x-axis occur, though integration is 

terminated at the third x-axis crossing (at the half-period of the orbit) to target a desired 

perpendicular crossing of the final periodic orbit.   

Once a single symmetric periodic orbit is available in the CR3BP, it is often possible 

to easily compute an infinite number of nearby orbits that are in the same family of orbits.  

Using the same differential corrections process, the user can simply supply an initial 

Saturn 

Enceladus 
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integration state that is very near in position to the perpendicular crossing of the known 

orbit, with the same velocity state perpendicular to the xz-plane at the new perturbed 

position coordinates.  Assuming the states at the perpendicular crossing of the known 

periodic orbit and the targeted nearby orbit are sufficiently close, the velocity from the 

known orbit will generally be a good initial guess for the actual velocity on the new 

nearby orbit, though a differential corrector is still required to determine the exact 

velocity state for a later perpendicular crossing.  This method of constructing a family of 

orbits is labeled a continuation process or continuation method.   

2.2 Resonant Orbits in Mission Design 
 

Though there are actually many types of orbital resonance, the focus in the current 

investigation is mean motion orbital resonance.  Emphasis on multi-body mission design 

is a priority in this investigation, but orbital resonance is much more clearly defined in 

the two-body conic model. Thus, the definition of mean motion resonance is introduced 

within the context of the two-body model.  Orbital resonance in the three-body problem 

logically follows.   

In the two-body problem, there are three possible parameterizations of conic 

trajectories in the inertial frame that are grouped according to their energy level: elliptical 

orbits (of which circles are a special case), parabolic trajectories, and hyperbolic 

trajectories.  Within the Saturn-centered two-body problem, parabolic and hyperbolic 

trajectories escape the vicinity of the attractive center and, thus, are not of interest in a 

discussion of orbital resonance.  Circular and elliptical orbits are both closed and periodic 

trajectories relative to the inertial reference frame in the two-body problem.  Circular 

orbits also remain closed and periodic in a rotating reference frame within the context of 

the two-body problem, regardless of the particular synodic rate.  Elliptical orbits, 

however, generally fail to form a closed trajectory relative to a rotating reference frame, 

unless the rotating frame is either specifically selected or happens to possess a resonant 

orbital period.   
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To investigate two-body resonance, consider the introduction of a massless second 

primary, 2P  (either a planet or moon), in a circular orbit relative to 1P .  A spacecraft is 

defined to be in orbital resonance with the massless second primary, 2P , when the 

spacecraft completes precisely p  orbits around the first primary, 1P , in the same length 

of time that is required for 2P  to complete q  orbits.  In this definition, p  and q  are 

positive integers ( ,p q∈ ) and there is no restriction on which of the integers is larger.  

The particular resonance is often denoted as a :p q  resonance; by convention, the 

spacecraft is typically associated with the first integer, p , and the motion of the moon of 

interest (i.e., Enceladus, or some other Saturnian moon) is associated with the second 

integer, q .  This type of orbital resonance is termed mean motion resonance because the 

ratio :p q  is equal to the ratio of the mean motion of each body, that is, 
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, (2.55) 

where jT  and jn  are the minimal orbital period and mean motion of body j, respectively.  

The mean motion, jn , depends only on the mass of the first primary and the semi-major 

axis of the orbit,  

 1
3j

j

Gmn
a

= , (2.56) 

and the orbital period, jT , is equal to the inverse of jn .  As 2P  is in circular motion 

relative to 1P , a rotating reference frame is defined similar to the frame definition in the 

CR3BP.  The two primaries remain stationary along the x-axis of the rotating frame; the 

z-axis is parallel to the orbital angular momentum vector, and the y-axis completes the 

right handed triad.  In this two-body rotating reference frame, a spacecraft in orbital 
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resonance with 2P  is also in a closed orbit relative to the rotating reference frame as well 

as the inertial frame.  Physically, periodicity relative to the rotating frame demonstrates 

that the precise configuration of the spacecraft and the moon repeats once per resonant 

period.  To clarify, the resonant period is simply the total time during which the 

spacecraft completes p  orbits, or identically, the time required for 2P  to complete q  

orbits.  As an example of resonance in the conic model, consider the 3:4 resonant orbit 

depicted in Figure 2.7.   This resonant orbit is computed in the two-body Saturnian 

system, where Enceladus is temporarily assumed to be the massless particle, 2P , orbiting 

Saturn in a circular orbit at a distance equal to the moon’s accepted value of semi-major 

axis.  The red elliptical orbit of the spacecraft, plotted relative to the inertial reference 

frame on the left in Figure 2.7, approaches and intersects the circular blue orbit of  

 

 
Figure 2.7  Inertial and rotating views – 3:4 (S/C: Enceladus) resonant 
orbit around Saturn, as calculated in the two-body model. 

 
Enceladus.  In the Saturn-Enceladus rotating reference frame, on the right in Figure 2.7, 

the same trajectory forms a three-leafed clover shape with the three inner loops 

corresponding to each of the three periapse passages of the spacecraft during a single 

resonant period.  The flyby altitude associated with one of the periapse loops is just a 

matter of kilometers from the position of massless Enceladus, enlarged by a factor of 
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25×  in Figure 2.7.  Periapsis is, of course, the point along an elliptical orbit that is closest 

to the single gravitational source in the two-body model, just as apoapsis is the point of 

greatest separation.  In the Saturnian system, periapsis and apoapsis along an orbit about 

Saturn are known as perikrone and apokrone.  While orbits around Saturn in the CR3BP 

are generally not closed, the terms “perikrone” and “apokrone” still identify the points of 

closest approach and maximum separation between the spacecraft and the planet. 

Though mean motion resonance is well defined and conceptually understood within 

the context of the conic model, orbital resonance is more complex when transitioned to 

the CR3BP.  In the conic model, orbital resonance is exactly defined analytically in terms 

of the orbital periods of the two resonant bodies, consistent with Equation 2.55.  

However, in the restricted three-body problem, a :p q  resonant ratio is defined as,  

 q p

p q

T np
q T n
≈ = , (2.57) 

where the first body completes p  orbits in approximately the same time interval that is 

required by the second body to complete q  orbits relative to the three-body problem 

barycenter [25-27].  The approximate nature of the definition of orbital resonance in the 

CR3BP should not be mistaken to mean that precise orbital resonance does not exist in 

the restricted three-body problem.  Rather, while closed and periodic resonant orbits do 

exist in the CR3BP, the ratio of the orbital periods will generally fail to form a rational 

fraction.   

To clarify the physical meaning, orbital resonance in the three-body problem is 

characterized by configurations of the three bodies (the two primaries and the spacecraft) 

that repeat periodically.  Thus, resonant orbits in the CR3BP produce closed trajectories 

as observed in the rotating reference frame.  In light of this definition, some examples of 

resonant spacecraft trajectories are immediately evident.  In particular, the Lagrange 

equilibrium points, by their very definition, complete precisely one revolution around the 

barycenter in the CR3BP during the synodic period of the rotating reference frame.  

Therefore, the Lagrange equilibrium points are in precisely 1:1 orbital resonance with 
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both primaries, 1P  and 2P , in the three-body system.  In general, any closed trajectory 

relative to the rotating reference frame in the restricted three-body problem can 

potentially be understood to be in resonance with the system primaries, as the relative 

configuration of the bodies repeats periodically.  However, not every orbit that is periodic 

relative to the rotating reference frame possesses an orbital period that is related through 

some rational fraction to the rotational period of the three-body problem primaries.  For 

that reason, a trajectory in the CR3BP will be termed “resonant” only if the orbit satisfies 

one of two conditions: either the three-body orbit possesses a period that satisfies 

Equation 2.57 to some arbitrarily chosen level of accuracy, or the orbit is a member of a 

continuous family of orbits that includes many additional orbits with periods that satisfy 

Equation 2.57.   

As an illustration of the differences between orbital resonance in the two-body and 

three-body models, the initial state corresponding to the resonant orbit from Figure 2.7 is 

transformed into rotating components, as in Equation 2.35, and then propagated forward  

 

 
Figure 2.8  The initial state corresponding to a 3:4 (S/C: Enceladus) 
resonant orbit propagated in the conic model (left) and the restricted three-
body problem (right). 

Two-Body “Conic” Model Restricted Three-Body Model 
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in the CR3BP.  Both the original periodic conic resonant orbit and the non-periodic 

trajectory resulting from integration in the CR3BP appear in Figure 2.8.  Although the 

time-history of the spacecraft position can be determined analytically in the two-body 

model, both the conic and CR3BP trajectories in Figure 2.8 result from the numerical 

integration of the same initial spacecraft state.  This plot demonstrates that any 

discrepancies between the trajectory result from the influence of an additional gravity 

field.  Although Enceladus’ gravity field is minute, the moon’s perturbing influence on 

the trajectory in Figure 2.8 is clear.  While the conic resonant orbit in Figure 2.8 remains 

closed to within some numerical tolerance, forward propagation of the same initial state 

in the CR3BP results in a trajectory that fails to precisely return to the same position 

relative to Enceladus after even a single resonant period.   

The computation of resonant orbits in the restricted three-body problem is 

complicated by two important differences, when compared to the determination of their 

two-body counterparts.  First, as a result of the perturbations due to 2P , the orbital period 

of a spacecraft in the CR3BP is not constant and the resonance ratio is not rational.  As 

such, the initial conditions corresponding to these orbits are not available analytically.  

Secondly, the addition of the gravity field of the second primary results in perturbations 

that tend to shift a trajectory away from perfect resonance in the three-body problem, 

unless the resonant orbit is symmetric across the rotating x-axis.  While resonant orbits 

that are not symmetric across the x-axis do exist, all resonant orbits in this investigation 

are computed by exploiting symmetry.     

Resonant orbits in the restricted three-body problem are identified using the 

previously detailed differential corrections algorithm to target perpendicular crossings 

along a resonant trajectory.  For several families of orbital resonance, multiple crossings 

of the x-axis occur prior to the targeted perpendicular crossing of the x-axis.  Typically, 

geometric insight, along with user intuition, quickly yield the number of x-axis crossings 

that occur during a resonant period.  The location and timing of the perpendicular 

crossings of the x-axis are also easily approximated.  Due to the favorable symmetric 

structure of several families of resonant orbits, all resonant orbits in this analysis have 
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Figure 2.9   Resonant orbits from two distinct families characterized by 
varying perpendicular x-axis crossing locations. 

 

perpendicular crossings of the rotating x-axis that occur during the perikrone or apokrone 

passage of the spacecraft.   

In this investigation, there are two distinct families of resonant orbits that are possible 

for any given :p q  resonance.  As is apparent in Figure 2.9, one of these families 

includes orbits with a perpendicular crossing of the x-axis at perikrone, notably on the 

positive side (the same side as 2P ); the other family is characterized by orbits exhibiting a 

similar apokrone crossing.  Generally, the family of resonant orbits that allows for 

frequent periodic flybys of 2P , specifically, the families of resonant orbits with a 

perikrone passage near 2P , offer geometries of particular interest in this investigation. 

In identifying resonant orbits using a numerical differential corrections process, the 

user must supply an initial estimate, that represents an approximation to the resonant 

orbit, for the numerical integrator.  The accuracy of this initial estimate typically affects 

the speed of convergence to the targeted resonant orbit.  For restricted three-body systems 

where 2 1m m<< , as is true in the Saturn-Enceladus system, a spacecraft state generated 

x̂+  Perikrone ⊥  Crossing x̂+  Apokrone ⊥  Crossing 
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from the two-body conic resonant orbit is often a very accurate initial estimate.  Using the 

conic model as an initial guess is particularly effective if the targeted resonant orbit does 

not pass close to 2P .  Once a single resonant orbit is identified, it is possible to construct 

an entire family of resonant orbits via continuation.  Two continuation options are 

possible: to initiate the targeter using the initial conditions from (i) the conic resonant 

orbits, or (ii) previously determined three-body resonant orbits. 

2.3 Gravity-Assist Flyby Trajectories 
 

The use of gravity-assist flyby trajectories has been integral to the successful design 

of many robotic missions to the outer solar system.  Launching a spacecraft that inserts 

into a trajectory to the outer solar system tends to be expensive both energetically and in 

terms of the time-of-flight (TOF) required to reach distant planetary destinations.   

Incorporating a gravity-assist flyby into the design of an interplanetary trajectory is one 

common and highly successful way of reducing both the Earth departure energy and 

time-of-flight associated with such a trajectory.  Gravity-assist trajectories have been 

used to intentionally alter the orbital path of several spacecraft launched during the last 

four decades, but the mechanics of a gravity-assist flyby have been understood by 

astronomers for over 150 years.  Although no formal credit is generally given to a single 

astronomer for the discovery of the slingshot effect associated with a flyby trajectory, 

Leverrier (1847) was among the first to describe the gravity-assist mechanism [28, 29].  

By 1889, Tisserand derived the commonly known Tisserand relation, that is, 
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to calculate how the Keplarian elements associated with the orbit of a comet change as 

the result of a close encounter with a gravitational source [30].  In Equation 2.58, the 

subscripts on the Keplarian elements denote that the elements are associated with the 

orbit of a comet or spacecraft at a time prior to the flyby (i.e., 1a ) and following the flyby 
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(i.e., 2a ).  The Tisserand criteria can be calculated from either side of the equality in 

Equation 2.58 as,  

 )cos()1(
2
1 2 iea
a

T −+≈ . (2.59) 

The Tisserand criteria is, in fact, an analytical approximation of the more precise Jacobi 

Constant from Equation 2.30, and is commonly used in patched conic mission design.  

Both the Tisserand criteria and the Jacobi Constant are expressions of an energy-like 

quantity associated with a particular trajectory; a quantity that remains unchanged as a 

result of a gravity-assist flyby.   

In the intervening years, between the work of Leverrier and Tisserand in the late 19th 

century and the advent of rocket propulsion in the mid-20th century, a number of 

additional astronomers independently repeated the derivation of many of the formulas 

associated with gravity-assist trajectories [28].  In the 1950’s, Battin studied the 

application of gravity-assist flybys to provide free-return trajectories [29] and additional 

researchers in the 1960’s, including Sedov (1960), Deerwester (1966), Niehoff (1966), 

and Sohn (1966), extended the application of gravit-assist flybys to the problem of 

interplanetary exploration [29, 31].   

Several spacecraft in the 1960’s travelled beyond the bounds of the Earth’s gravity 

field on orbital paths that were subsequently altered by close flybys with Mars and 

Venus, including Mariner 2 (1962) and Mariner 4 (1964) as well as a number of the 

Soviet Venera, Zond, and Mars spacecraft.  However, the first spacecraft to receive a 

more substantive boost in orbital energy as a result of gravity-assist flybys were Pioneer 

10 (1972) and Pioneer 11 (1973) and later Voyager 1 and Voyager 2 (1977) [28, 29].  

The close flybys of Jupiter, as well as the other gas giants, placed each of these four 

spacecraft on hyperbolic escape trajectories departing the solar system, though they were 

originally launched from Earth on less energetic elliptical orbits relative to the Sun [28].   

Virtually every spacecraft sent beyond the orbit of Mars in the last half-century has 

flown on a trajectory that incorporated at least a close flyby of Jupiter, and some also 

included flybys of other planets including Mercury, Venus, Earth, and Mars.  More recent 
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examples of interplanetary spacecraft to utilize gravity-assist flybys include Galileo 

(1989) [32], Ulysses (1990) [33], Cassini (1997) [34, 35], MESSENGER (2004) [36], 

and New Horizons (2006) [37].  In addition to interplanetary trajectories, patched conic 

techniques were also used to design the orbital tours of both the Jovian and Saturnian 

systems exploited by the Galileo and Cassini spacecraft, respectively [32, 35]. 

This investigation ultimately examines flybys in multi-body dynamical models, 

however, the dynamics of a gravity-assist flyby are most easily understood when 

formulated within the patched conic model.  To this end, a brief introduction to gravity-

assist flybys in the two-body model follows.   

2.3.1 Gravity-Assist Flybys in a Patched Conic Dynamical Model 
 

During a gravity-assist flyby in the patched conic model, orbital energy is transferred 

from a flyby body to a spacecraft, though the total energy of the planet-spacecraft system 

is conserved.  To understand the dynamics of a gravity-assist flyby, consider a smaller 

gravitational source, 2P  of mass 2m , in orbit around a larger body, 1P  of mass 1m . This 

scenario is equally valid for either a planet orbiting the sun or a moon orbiting some 

planet.  Suppose, now, that a spacecraft moving on an elliptical orbit around 1P  passes 

very near the smaller body, 2P .  At the point of closest approach, the spacecraft is defined 

to be a distance cr  from the center of 2P .  During the flyby, the spacecraft possesses a 

velocity of 
inCSV /  relative to 1P .  Similarly, the second primary, 2P , is in orbit with a 

velocity of 2V  relative to 1P , as in Figure 2.10.   Although both 2P  and the spacecraft are 

in circular or elliptical orbits relative to 1P , the close flyby of 2P  is represented in the 

two-body model as a hyperbolic flyby of 2P , where the asymptotic velocity of the 

spacecraft relative to 2P , at infinite distance, 
in

V∞ , is assumed to be the vector difference 

between 
inCSV /  and 2V , 
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Figure 2.10  Vector diagrams associated with a gravity-assist flyby. 

 

 2/ VVV
inin CS −=∞ . (2.60) 

During the hyperbolic flyby of 2P , the trajectory of the spacecraft will be rotated through 

a total bending angle of δ , though the magnitude of the velocity along the departure 

asymptote, 
out

V∞ , is equal to the magnitude of the velocity along the incoming asymptote, 

in
V∞ .  The velocity of the spacecraft relative to 1P  following the flyby, 

outCSV / , is 

calculated through the vector addition of the asymptotic departure velocity relative to 2P , 

out
V∞ , and the velocity of 2P  relative to 1P , that is, 

 2/ VVV
outoutCS += ∞ . (2.61) 
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Using common relationships from the two-body model, it is possible to derive a 

relationship between the magnitude of the hyperbolic excess velocity, ∞V , the flyby 

distance, cr , and the bending angle of the flyby hyperbolic trajectory, δ .  This 

relationship,  
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is known as the flyby equation. 

The most useful way to measure the effect of a gravity-assist flyby is to quantify 

eqVΔ , the equivalent change in the spacecraft velocity relative to 1P  as a result of the 

flyby.  An examination of Figure 2.10 demonstrates that a larger bending angle, δ , is 

associated with larger values of eqVΔ .  As such, the equivalent change in velocity 

resulting from a flyby, eqVΔ , can be increased by either decreasing the velocity of the 

spacecraft during the flyby or by decreasing the altitude of the flyby.  This change in 

velocity can be directly calculated from ∞V  and cr  as, 
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Note that in Equation 2.63, eqVΔ  is not dependent on the bending angle, δ .  Therefore, as 

long as the flyby distance, cr , is known, calculation of the Keplarian elements associated 

with the hyperbolic orbit in the vicinity of 2P  is not necessary to determine eqVΔ . 
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2.3.2 Definition of a Gravity-Assist Flyby in the Restricted Three-Body Problem 
 

The patched conic formulation of gravity-assist trajectories is essentially an 

approximation of multi-body dynamical interactions.  As such, it is reasonable to 

compare a gravity-assist trajectory represented in terms of a patched conic approximation 

to the results of a numerically simulated gravity-assist trajectory in a multi-body 

dynamical model.  In this instance, gravity-assist trajectories in the CR3BP are examined.  

The most straightforward approach to quantify the effects of a gravity-assist flyby 

simulated in both the patched conic and three-body models, is through an examination of 

eqVΔ .  Of course, eqVΔ  varies depending on the geometry of the flyby and the 

characteristics of the spacecraft’s approach trajectory, so several simulations are required 

in the CR3BP.   

Unfortunately, the comparison of gravity-assist trajectories in the two-body and three-

body models is hampered by the fact that eqVΔ , ∞V , 
inCSV / , 

outCSV / and δ  are all 

quantities that are defined within the patched conic model, but are undefined in the 

CR3BP.  Since it is possible to analyze flybys without computing δ , this parameter is 

ignored.  However, both eqVΔ  and ∞V  must be defined relative to the CR3BP.   

It is often desirable in mission design to quantify how close a spacecraft must pass to 

some gravitational body before the perturbations of that body become significant.  One 

common approach for estimating the effective range of the gravitational influence due to 

a Saturnian moon is through the calculation of the Hill’s sphere radius [30] associated 

with the moon, that is,  
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The Hill’s sphere is an approximation of the range of the gravitational influence of the 

second primary in a restricted three-body system, for the case when the second primary is 

much less massive than the first primary; a distinctly accurate assumption when applied 

to Saturn and its moons.  In Equation 2.64, µ  is defined consistent with Equation 2.8.  
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Multiplication by *l , the semi-major axis associated with the moon’s orbit around 

Saturn, returns the non-dimensional Hill’s sphere radius measured in terms of more 

meaningful physical units.  The Hill’s sphere is a good approximation of the closest 

possible distance that a spacecraft can approach relative to the flyby body, such that the 

gravitational influence of the flyby body is less significant than the influence of the first 

primary.  Thus, the state of the spacecraft at the moments that it crosses into and out from 

the boundary of the Hill’s sphere corresponding to 2P  are used in the calculation of eqVΔ .   

Note that the numerical integration of the flyby trajectory in the CR3BP is not 

terminated as the spacecraft crosses the Hill’s sphere associated with the flyby body.  

Instead, the boundary of the Hill’s sphere is used as a weigh-point in the integration, 

where the particular position and velocity state of both the spacecraft and the flyby body 

are noted and used to calculate the instantaneous orbital characteristics.  In fact, three 

particular spacecraft states are isolated from the flyby simulation in the CR3BP.  First, 

the state of the spacecraft is recorded as the spacecraft crosses into the Hill’s sphere of 

the flyby body.  Next, the particular spacecraft state and integration time associated with 

the closest approach of the spacecraft relative to the flyby body is noted, and finally, the 

spacecraft state as it exits the Hill’s sphere of the flyby body is also noted. 

Due to the gravitational influence of the larger primary, it is not sufficient to compare 

the velocity of the spacecraft as it enters the flyby body’s Hill’s sphere to the velocity as 

it exits the Hill’s sphere, and use the difference between these two values as a simple 

means to calculate the eqVΔ  resulting from the flyby.  In the CR3BP, the velocity of the 

spacecraft changes as it passes through the Hill’s sphere of a moon both because of the 

gravitational influence of the second primary and because of the motion of the spacecraft 

along its orbit relative to the first primary.  For a trajectory around Saturn that encounters 

a moon while the spacecraft is passing toward apokrone (i.e., the true anomaly of the 

spacecraft is between 0 and 180 degrees), the velocity of the spacecraft naturally 

decreases continuously through the transit of the Hill’s sphere of the flyby body, 

regardless of the influence of the second primary.  The spacecraft similarly exhibits a 

continuous increase in velocity as it approaches a flyby body during an inbound flyby.  It 
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is for this reason that the particular integration time associated with the closest approach 

of the spacecraft to the flyby body is of such importance.  

The computation of the eqVΔ  that results from a flyby during a simulation in the 

CR3BP occurs after the propagation of the gravity-assist flyby is completed.  In essence, 

the eqVΔ  resulting from the flyby is determined by using the state of the spacecraft as it 

enters the Hill’s sphere associated with 2P  to calculate the instantaneous Keplarian 

elements associated with the spacecraft orbit relative to the moon.  This instantaneous 

measurement of the orbital characteristics is then used to predict the future velocity of the 

spacecraft at the moment of the spacecraft’s closest approach to 2P .  Similarly, the 

instantaneous Keplarian elements are calculated as the spacecraft exits the Hill’s sphere, 

and the characteristics of the orbit at that moment are used for a prediction backwards in 

time of the velocity of the spacecraft along the two-body hyperbolic path at the time of 

closest approach to 2P .  In general, the velocity at closest approach to 2P  predicted at the 

entrance to the flyby body’s Hill’s sphere is not equal to the predicted value at the 

spacecraft’s exit from the Hill’s sphere.  It is the difference between these two predicted 

velocities at the closest approach point that define eqVΔ  as, 

 outrinreq cc
VVV __ −=Δ , (2.65) 

where inrc
V _  is the velocity of the spacecraft at closest approach to 2P , as predicted from 

the spacecraft state upon entry to the Hill’s sphere, and outrc
V _  is the velocity at cr  as 

predicted at the exit from the Hill’s sphere. 

The two predicted velocity vectors in Equation 2.65, inrc
V _  and outrc

V _ , are calculated 

from the position and velocity states of the spacecraft as well as some geometric 

intuition.  First, the position and velocity of the spacecraft as it enters the Hill’s sphere of 

2P  are used to determine the instantaneous value of semi-latus rectum corresponding to 

the spacecraft orbit around Saturn, 
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where inr  is the inertial cartesian position vector of the spacecraft relative to Saturn and 

inv  is the corresponding orbital velocity.  The magnitudes, inr , inv , and inp , yield the 

semi-major axis and eccentricity of the instantaneous two-body orbit, that is, 

 

in
in

in

r
Gmv

Gma
12

1

2
−

−= , (2.67) 

 
in

in
in a

pe −= 1 . (2.68) 

With the shape of the two-body orbit thus determined, the true anomaly of the spacecraft 

at the instant that it enters the 2P  Hill’s sphere is calculated as, 
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where the quadrant ambiguity associated with the inverse cosine in Equation 2.69 is 

resolved with user knowledge of the direction of spacecraft motion relative to Saturn.  

Next, using the instantaneous two-body orbit calculated at the entrance to the Hill’s 

sphere, the true anomaly of the spacecraft at the moment of closest approach to the flyby 

body, inrc _
*θ , is determined as,  
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where cSatr  is the magnitude of the cartesian position vector of the spacecraft, relative to 

Saturn, at the moment of closest approach to the flyby body, the moment the spacecraft is 

a distance cr  from the flyby body in Figure 2.10.  With the calculation of these quantities, 
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the predicted velocity of the spacecraft at the moment of closest approach to 2P  , that is 

inrc
V _ , is computed using the f  and g  relationships [30], as,  

 inininr vgrfV
c

⋅+⋅= 
_ , (2.71) 
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Note that the process used to determine inrc
V _ , which is based on the state of the 

spacecraft at the moment it enters the 2P  Hill’s sphere, can be repeated at the point that 

the spacecraft exits the Hill’s sphere to obtain outrc
V _ .  With the definition of inrc

V _  and 

outrc
V _  thus complete, it is finally possible to determine eqVΔ , the equivalent change in 

velocity imparted by the gravity-assist flyby within the context of a three-body model, 

using Equation 2.65.  The results of the comparison between the two-body and three-

body modeling of gravity-assist flyby trajectories in the Saturnian system are presented 

via specific examples in Chapter 5. 
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3. ORBITS IN THE VICINITY OF ENCELADUS 

A flagship class mission to Enceladus will almost certainly require a long tour of the 

Saturnian system.  It is likely that many gravity-assist flybys of the Saturnian moons will 

be incorporated to modify the orbital energy of the spacecraft relative to Saturn, such that 

the arrival at Enceladus allows a reasonable orbit insertion maneuver or, at the very least, 

a low velocity flyby.  However, before designing a tour of the Saturnian system and 

subsequent transfer ‘down’ to Enceladus, some basic understanding of the possible 

motion in the vicinity of the small moon is desirable.   

There are many mission specific considerations involved in designing a science orbit 

near Enceladus.  The ideal science orbit of Enceladus must be feasible and must also 

balance the science possibilities with the engineering realities.  Examining a small subset 

of possible Enceladus orbits is useful to quantify the orbital energy and the velocity 

relative to Enceladus that support an Enceladus orbiter.   

As detailed in the Enceladus Flagship Mission Concept Study [4], the science 

objectives for an Enceladus orbiter include global mapping (morphological, 

compositional, and thermal mapping), as well as laser altimetry measurements, magnetic 

sounding, precise gravity field measurements, and low velocity sampling of the ice 

plumes at Enceladus’ south-pole.  These science objectives are best accomplished from 

an Enceladus orbit that provides both low velocity, relative to Enceladus’ surface, and 

low altitude.  Given these goals, a number of different Enceladus orbit scenarios are 

investigated. 
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3.1 Selection of Dynamical Model 
 

The use of a full ephemeris model to represent the Saturnian system, one 

incorporating every conceivable perturbation – from general relativistic acceleration to 

the slight gravitational influence of distant Pluto – certainly yields the most accurate 

description of the expected behavior of a spacecraft in this system.  However, it is also 

true that an investigation using only the full ephemeris model is unlikely to expand the 

general understanding or yield insight into the dynamical structure of the Saturnian 

system.  A simpler dynamical model offers a broader qualitative understanding of the 

spacecraft dynamics in the Saturnian system.  The challenge then, in modeling the 

Saturnian system, lies in determining the appropriate balance between simplifications and 

assumptions that still allow sufficient dynamical insight, and the inclusion of significant 

perturbing influences to provide physical relevance for design in the actual Saturnian 

system.  In response to these conflicting goals, this analysis employs models of the 

Saturnian system that incorporate several key simplifying assumptions.  However, the 

most useful assumptions depend upon the dynamical regime within the Saturnian system 

to which the model is applied.  For example, the CR3BP is used to model the motion of a 

spacecraft in orbit around Enceladus.  An alternate model, incorporating the gravitational 

influence of not only Saturn and Enceladus, but four additional larger moons, is more 

appropriate to initiate the analysis of a transfer to Enceladus by means of multiple 

gravity-assist flybys. 

3.2 The Restricted Three-Body Problem and the Saturn-Enceladus System 
 

At first glance, the application of the CR3BP to the Saturn-Enceladus system may 

appear to be an inadequate model for the Saturnian system.  Including the gravity of tiny 

Enceladus, while neglecting the gravitational influence of mighty Titan, a moon some 

three orders of magnitude more massive than Enceladus, may quickly lead an external 

observer to object that this model bears no resemblance to the actual Saturnian system.  

However, observational information reflecting the dynamics of Saturn and its moons, 
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provided by both Earth-based astronomers and NASA robotic spacecraft, demonstrate 

several instances of dynamical behavior that is predicted by the CR3BP.  For example, 

Dione, a Saturnian moon that is just ten times the mass of Enceladus and lies just ~1.5 

times further from Saturn, possesses two of its own Trojan moons [38].  These two 

moons, Helene and Polydeuces, revolve around Saturn along orbital paths that keep them 

both locked in the vicinity of the Saturn-Dione 4L  and 5L  Lagrange points, respectively 

[38, 39].  In addition, the Saturnian moon, Tethys, only five times the mass of Enceladus, 

is also associated with two of its own Trojan moons, Telesto and Calypso, located near 

the Saturn-Tethys 4L and 5L  points, respectively [39].  The motion of these four small 

Trojan bodies in the vicinity of the equilateral Lagrange points is predicted by the 

CR3BP.  While the three-body effects alone are insufficient to completely explain the 

orbital motion of any of these four Trojan moons, the fact that these Lagrange point 

orbiting satellites, predicted in the Saturn-Dione and Saturn-Tethys three-body systems, 

can exist side-by-side in a single planetary system is a very cogent demonstration that the 

model in the CR3BP can be successfully applied to particular regions within the 

Saturnian system.  While neither Cassini nor either of the Voyager spacecraft have 

identified any Trojan “moons” at the Saturn-Enceladus equilateral libration points, there 

is direct physical evidence supporting the validity of using the CR3BP to model the 

Saturn-Enceladus system.  High angular resolution observations by one ground-based 

astronomer [40] identified a faint transient arc in the vicinity of Saturn’s E-Ring; the arc 

is interpreted to have resulted from the collision of a large ice block with smaller ice 

fragments trapped near the Saturn-Enceladus 4L  Lagrange point.  If this hypothesis is 

verified, it provides further justification of the valid application of the CR3BP to the 

Saturn-Enceladus system.  The main focus of this investigation is gaining access to the 

vicinity of Enceladus, but reaching that goal includes the application of the CR3BP to 

systems involving Saturn and one additional moon consisting of either Tethys, Dione, 

Rhea, or Titan. 
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3.2.1 Planar Orbits in the Saturn-Enceladus Restricted Three-Body Problem 
 

Modeling the Saturn-Enceladus system in terms of the CR3BP possesses several 

advantages over other models.  Unlike some higher fidelity models, it is possible to 

identify periodic solutions in the CR3BP, and these solutions may become quasi-periodic 

trajectories in the full ephemeris system.  An infinite number of periodic orbits exist in 

the CR3BP, and a suitable differential corrections scheme yields orbital periodicity for a 

wide variety of initial conditions. 

In the Saturn-Enceladus restricted three-body system, the requisite families of 

Lagrange points orbits are generated as an illustration of the types of periodic orbits that 

are available for use in observing the surface of Enceladus.  Orbits from the 1L  and 2L  

Lyapunov families in the Saturn-Enceladus CR3BP are plotted in Figure 3.1.  The orbits 

in Figure 3.1 are coplanar with Enceladus’ equatorial plane; this plane is assumed to 

coincide with the plane of Enceladus’ orbital motion around Saturn.  The color along 

each orbit represents the magnitude of the inertial velocity of the spacecraft relative to 

Enceladus.  The Lyapunov orbits revolve around the 1L and 2L  Lagrange points in a 

clockwise ( z− -axis rotation) direction as viewed from above the orbital plane in the 

Saturn-Enceladus rotating frame.  Approximate initial conditions for an arbitrarily-sized 

Lyapunov orbit from each family are determined using a shooting method; a targeting 

scheme then yields a periodic orbit.  Given a single orbit, additional orbits in a Lyapunov 

family are constructed using a continuation process.  To maintain feasibility, each 

Lyapunov orbit family is terminated when the orbital path passes Enceladus at an altitude 

below the mean radius of the moon.  While fewer than 20 members of each Lyapunov 

family appear in Figure 3.1, there are actually an infinite number of periodic orbits in 

each family. 
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Figure 3.1  Rotating reference frame view of the Saturn-Enceladus 1L  and 

2L  Lyapunov orbit families. 
 

Libration point orbits are not the only closed and periodic orbits in the CR3BP.  As an 

example of closed orbits in the Saturn-Enceladus rotating frame that do not revolve 

around any of the Lagrange points, consider the family of planar orbits in Figure 3.2.  

The nearly elliptical orbits from Figure 3.2 are centered on Enceladus and are, in fact, in 

orbital resonance with Enceladus.  As such, the trajectories in Figure 3.2 are mildly 

eccentric orbits relative to Saturn, with perikrone only marginally closer to Saturn  

 

Saturn-Enceladus L2 

Lyapunov Orbit Family 
1L  Lyapunov Orbits  2L  Lyapunov Orbits  

Direction  
of Motion 



 

 

 

53

 
Figure 3.2  Enceladus-centered, rotating reference frame view of a planar 
1:1 (Spacecraft: Enceladus) mean motion resonant orbit family. 

 

than Enceladus and apokrone similarly more distant from Saturn than the moon.  As a 

result of this orbital resonance, a spacecraft moving along one of the orbits from Figure 

3.2 displays prograde motion around Saturn, but in a retrograde orbit with respect to 

Enceladus, as viewed in the Enceladus-centered rotating reference frame.  In Figure 3.2, 

line color once again supplies a measure of the inertial velocity of the spacecraft relative 

to Enceladus, and Saturn would be located at 000,280−≈x  km. 
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of Motion 



 

 

 

54

3.2.2 Three-Dimensional Periodic Orbits in the Saturn-Enceladus Circular 
Restricted Three-Body Problem  

 

Most of the scientific interest in Enceladus relates to the geologic activity at the 

moon’s south-pole.  Thus, the Lyapunov orbits and the resonant orbits in Figure 3.2, 

located in the Enceladus equatorial plane, are not ideal for scientific purposes, though 

both options do still provide excellent visibility of Enceladus’ equatorial regions.  The 

Lyapunov orbits are also valuable in the generation of additional families of periodic 

orbits that prove more favorable for mission science.  Both the 1L  and 2L  Lyapunov 

families include orbits that intersect additional families of three-dimensional periodic 

orbits.  The two families of orbits intersect in a single bifurcating orbit that is a common 

member of both families.  A bifurcating orbit can be detected through an examination of 

the eigenvalues of the monodromy matrix (i.e., the state transition matrix evaluated at the 

end of one complete orbital period).  A bifurcation of the orbits is visible in the 

monodromy matrix as a sudden change in the character of the eigenvalues.  Stability 

characteristics change as eigenvalues depart from or arrive at the unit circle in the 

complex plane. 

 

Table 3.1  Initial conditions corresponding to the halo family-Lyapunov 
family bifurcating orbits in the Saturn-Enceladus system. 

x  (km) y  (km/s) Period (days) 

1L Halo/Lyapunov 236890.32827 0.04444 0.670308 

2L Halo/Lyapunov 239012.77208 -0.04603 0.674707 
 

Two well known families of orbits in the CR3BP with an out-of-plane component are 

the 1L  and 2L  halo orbit families.  These halo families bifurcate from the 1L  and 2L  

Lyapunov families at the orbits recorded in Table 3.1.  Example members from these halo 

orbit families for the Saturn-Enceladus system are plotted in Figures 3.3 and 3.4.  The 

halo orbits are actually mirror families.  For each three-dimensional periodic orbit with an 

out-of-plane component, a mirror image exists across the xy-plane.  The halo orbit 

families in Figure 3.3 and 3.4 are both labeled “southern” halo families since the orbits 
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extend further in the –z direction than the +z direction.  “Northern” families of halo orbits 

are symmetric across the xy-plane with the “southern” halo orbits.  Some of the halo 

orbits that most closely approach Enceladus could be potentially useful for achieving the 

science goals involving Enceladus south-pole visibility.   

 

Figure 3.3  Several 1L  halo orbits in the Enceladus-centered rotating 
reference frame of the Saturn-Enceladus CR3BP. 

Direction  
of Motion 
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Figure 3.4  Several 2L  halo orbits in the Enceladus-centered rotating 
reference frame of the Saturn-Enceladus CR3BP. 

 
It is clear in Figures 3.3 and 3.4 that orbits with the largest out-of-plane excursions 

also pass just tens of kilometers above Enceladus’ north-pole.  The corresponding orbits 

in the northern families of halo orbits pass similarly close to Enceladus’ south-pole.  

Saturn-Enceladus L2 

Lyapunov Orbit Family 

Saturn-Enceladus L1 

Lyapunov Orbit Family 

Direction  
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However, while Enceladus’ south-pole is the primary science target, minimizing the 

flyby distance relative to the pole may not be the most practical or desirable condition for 

an Enceladus orbit.  A flyby distance just tens of kilometers below the Enceladus south-

pole improves image resolution of the moon, but it also minimizes the length of time 

available to collect science data and potentially increases the risk for any spacecraft 

passing directly through the icy plumes emanating from Enceladus south-pole.  As such, 

orbits from the southern halo families plotted in Figures 3.3 and 3.4 offer a time and 

distance trade-off over their northern counterparts; spacecraft on the southern halo orbits 

spend significantly more time above the horizon, as viewed from Enceladus’ south-pole, 

and the spacecraft remains relatively far from the icy particulate from Enceladus geysers.  

The halo orbits plotted in Figures 3.3 and 3.4 are periodic orbits in the vicinity of 

Enceladus and many of the science objectives identified in the Enceladus Flagship 

Mission Study [4] can be accomplished from a baseline trajectory incorporating halo 

orbits.  However, there are other orbital options as well.    

3.2.3 Evolution of Nearly Circular Orbits around Enceladus 
 

Global mapping of an arbitrary solar system body can be efficiently accomplished 

using a polar-orbiting spacecraft.  A circular polar orbit benefits from the natural rotation 

of the central body to allow for low altitude flyovers of the entire surface.  Polar orbits 

are simulated in the Saturn-Enceladus restricted three-body model to investigate the 

feasibility of using these orbits for Enceladus science observations.  Initial spacecraft 

states are selected within the Enceladus conic model to insert the spacecraft into an 

approximately polar circular orbit relative to Enceladus.  The initial conditions to deliver 

a spacecraft into the nearly-circular polar orbits, recorded in Table 3.2, are defined with 

Enceladus altitudes of ~150 km (r = 406 km); this altitude value is arbitrarily selected to 

be within the 100-200 km range identified as acceptable in the Enceladus Flagship 

Mission Concept Study [4]. 
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Table 3.2  Enceladus polar orbit characteristics for various initial values of 
Right Ascension of the Ascending Node (RAAN). 

RAAN (deg) 
Mean Relative Velocity 

Prior to Impact (m/s) 
Time to Collision 

(days) 
Simulation Time 

(days) 
0 153.49 1.32 2 

15 152.97 1.32 2 
30 153.43 1.54 2 
45 138.75 1.75 2 
60 147.68 3.25 4 
75 145.68 2.45 3 
90 163.00 2.02 3 

 

A selection of the resulting orbital trajectories propagated from the initial conditions 

in Table 3.2 appear in Figure 3.5.  The difference between the sets of initial conditions 

corresponding to the four simulations in Figure 3.5 is the value of the Right Ascension of 

the Ascending Node (RAAN).  The RAAN is measured from the +x-axis.  In this model, 

the +x-axis possesses neither physical nor astronomical significance, so the RAAN is not 

measured relative to a specific astronomical epoch.  The plots in Figure 3.5 result from 

varying the value of RAAN in 30o increments (0o, 30o, 60o, and 90o from top-left to 

bottom-right) measured around the +z-axis from the +x-axis.  Colors along the 

trajectories provide a measure of the inertial velocity of the spacecraft relative to the 

center of Enceladus.  Note that while the plots of the Lyapunov and halo orbits in Figure 

3.1-3.4 depict orbits relative to the Saturn-Enceladus rotating frame, the orbits in Figure 

3.5 are plotted in the Enceladus-centered inertial frame.  It is apparent, from a cursory 

examination of Figure 3.5, that the nearly “circular” polar orbits around Enceladus 

actually impact the surface of the moon within a few days (see Table 3.2).  Each of the 

simulations listed in Table 3.2 results in an Enceladus collision in less than four days. 

The four trajectories in Figure 3.5 demonstrate that varying the value of the RAAN 

angle, for orbits that are inclined 90 degrees relative to the Enceladus equatorial plane, 

does very little to prevent the spacecraft from quickly colliding with Enceladus.  These 

results are not unexpected since the perturbing influence of nearby Saturn has a very 
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Figure 3.5  Enceladus polar orbits plotted in the Enceladus-centered 
inertial reference frame. 

 

significant influence on the trajectory of the spacecraft.  The restricted three-body model 

of the Saturnian system neglects the influence of both the Enceladus gravity harmonics 

and the J2 perturbation resulting from Saturn’s oblateness, but the simplified model is 

sufficient to conclude that any circular-polar Enceladus orbit requires station keeping 

maneuvers, perhaps multiple times daily [4].   

A circular polar orbit around Enceladus creates some challenges for implementation, 

yet, lower orbital inclinations may yield a circular Enceladus orbit that does not impact 

Enceladus within a relatively short period of time.  Thus, several additional orientations 

of a circular orbit around Enceladus are examined for feasibility.  Various combinations 

of orbital inclinations and RAAN are used as initial states in simulations that are 

summarized  in Table 3.3 and propagated in Figure 3.6. 

Inertial Reference Frame 

i = 90o  
RAAN = 90o 

i = 90o  
RAAN = 60o 

i = 90o  
RAAN = 0o 

i = 90o  
RAAN = 30o 
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Table 3.3  Enceladus orbit propagations for varying inclinations and 
values of RAAN. 

Inclination 
(deg) 

RAAN 
(deg) 

Mean Relative Velocity 
Prior to Impact (m/s) 

Time to Collision 
(days) 

Simulation Time 
(days) 

0 90 139.43 N/A 100 
15 90 138.98 N/A 100 
30 90 138.28 N/A 100 
45 90 146.03 5.03 7 
60 90 172.60 2.81 5 
75 90 287.74 1.33 5 
90 90 164.98 0.65 1 
0 0 134.90 N/A 100 

15 0 134.22 N/A 100 
30 0 134.50 N/A 100 
45 0 143.99 2.31 3 
60 0 141.57 5.18 6 
75 0 145.89 1.53 2 
90 0 141.56 0.95 1 

 

In the CR3BP, any initial orbit that lies precisely in the xy-plane, the plane defined by 

both Enceladus’ equator and its orbit around Saturn, remains permanently in the same 

plane, since the dynamical model cannot introduce perturbations or numerical errors in 

the z± direction.  Two examples from Figure 3.6 reflect this fact, i.e., the simulations 

with an initial value of inclination equal to zero remain precisely planar throughout the 

100-day numerical propagation.  A similar orbit in the actual Saturnian system will vary 

from this plane by some small amount.  Several simulations are propagated for 100 days 

to explore the trade-offs between combinations of inclination and RAAN, and the 

resulting dynamical behavior of the spacecraft.  These simulations demonstrate that a 

roughly circular orbit, at an altitude 150 km, does not impact the moon or depart the 

vicinity of Enceladus within 100 days, regardless of the RAAN value, as long as the 

initial orbital inclination is less than 45 degrees.   
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Figure 3.6  Circular Enceladus orbits of varying inclination, plotted in the 
Enceladus-centered non-rotating reference frame. 
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The maximum permissible orbital inclination observed in the Saturn-Enceladus 

CR3BP is not probed in great detail because solutions on the very border of transitions in 

dynamical behavior observed in the CR3BP are those solutions that are least likely to 

carryover to higher fidelity models with any predictive accuracy.  Although significantly 

more conservative than other studies that attempt to truly maximize orbital inclination, 

the inclination limit of 30o – the maximum value in this analysis that did not result in an 

Enceladus impact in less than six days – remains in agreement with other published 

results [4, 41].  The Enceladus Flagship Mission Concept Study [4] concluded that 

nearly-circular 200 km altitude orbits with inclinations above 45 degrees, but otherwise 

randomly selected initial conditions, generally result in an Enceladus collision when 

propagated in a full ephemeris system.  Russell et al. [41] conclude, from a different and 

slightly more complex variation on the circular restricted three-body model, that 100 km 

altitude orbits with inclinations below 42 degrees avoid an Enceladus impact because the 

eccentricity oscillations resulting from perturbing influences remain sufficiently small.   

A thorough examination the Saturn-Enceladus system has only recently been undertaken 

by the scientific community due to the recent nature of the discoveries of the Cassini 

spacecraft at Saturn [3].  However, there has been a great deal of research focused on 

sending a spacecraft to Jupiter’s moon Europa [42-46].  Dynamically, the Europa-Jupiter 

system has many similarities to the Saturn-Enceladus system.  Thus, results from analysis 

in the Jovian system is relevant to the Enceladus mission design problem as well.  Again, 

the conclusions from this investigation regarding permissible ranges of orbit inclinations 

around Enceladus are in general agreement with previously published results for the 

Jupiter-Europa system[42]. 

One of the primary purposes of undertaking simulations involving these Enceladus 

orbits is the determination of orbit types and orbital velocities, relative to Enceladus.  

These Enceladus orbiting states are the final target condition in a Saturn spacecraft tour 

that culminates in an Enceladus orbit insertion maneuver.  From the previously generated 

circular orbits, it is demonstrated that for the types of orbits that succeed in avoiding an 

Enceladus collision for 100 days, the mean velocity of the spacecraft relative to 
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Enceladus is 136.72 m/s.  This result is compared to the velocity corresponding to a 

circular orbit around Enceladus, that is,  

 
r

Gmv E
c = , (3.1) 

where cv  is the velocity of a circular orbit of radius, r, the gravitational constant is 

expressed as G, and Em  is the mass of Enceladus.  For the previously simulated circular 

orbits, the conic value of the circular velocity at a distance 406 km from Enceladus center 

(150 km altitude) is equal to 26.133=cv m/s.  The conic value and the value from the 

CR3BP simulations differ by only ~3 m/s.  Define the baseline Enceladus orbital velocity 

as 136.72 m/s. For comparison, the Enceladus escape velocity is defined as the 

instantaneous tangential velocity required to depart on a parabolic trajectory from some 

fixed distance relative to the center of Enceladus.  For bodies without significant 

atmospheres, like Enceladus, the escape velocity, Escv , is typically calculated as,  

 
mean

E
Esc r

Gmv 2
= , (3.2) 

where meanr  corresponds to the mean radius of the body in question.  Given the most 

recent available measurement of Enceladus’ mean radius, i.e., 3.256=meanr km, the 

Enceladus escape velocity is calculated as 19.237=Escv m/s.  A spacecraft located 406 

km from Enceladus’ center, like the orbits from Figure 3.6, requires a speed equal to 

188.38 m/s
 
to escape Enceladus orbit.  As such, it is possible to insert into an Enceladus 

orbit for as little as 52.65 m/s, and an Enceladus lander could theoretically arrive from 

outside the Enceladus system and reduce its velocity relative to the center of Enceladus to 

zero at the surface of the moon for as little as 237.17 m/s.  Of course, both of these values 

rely on conic approximations.  As such, these values for an Enceladus orbit insertion 

maneuver and landing are regarded as extreme lower bounds for the trajectory design of a 

spacecraft. 



 

 

 

64

A more significant result from the examination of orbits around Enceladus and its 

Lagrange points is related to the orbit sensitivity.  From an initial orbit with some 

visibility of Enceladus’ poles, a spacecraft, under the influence of only the natural 

dynamics of the Saturn-Enceladus system, tends to either depart the vicinity of Enceladus 

or impact the moon following some brief period of time.  The simulations of nearly-

circular Encaladus orbits demonstrate that orbiting Enceladus is a challenging prospect.  

However, as an alternative to entering orbit relative to Enceladus, orbits exist around 

Saturn that, if properly selected, allow for frequent periodic flybys of Enceladus.  Thus, it 

is possible to accomplish many of the science objectives of an Enceladus mission while 

avoiding the risk associated with the sensitivity of Enceladus orbits.   

3.2.4 Orbital vs. Non-Orbital Enceladus Mission Design 
 

As the previous results demonstrate, it is not trivial to determine an orbit around 

Enceladus that, while uncontrolled, accomplishes boththe science objectives of an 

Enceladus orbiter, and still avoid straying substantially from the desired orbit during an 

arbitrarily selected duration of time.  However, some other orbit around Saturn might 

exist that still allows a spacecraft to accomplish many of the science objectives laid out 

for an Enceladus mission, while avoiding the problems associated with actually entering 

Enceladus orbit.   

The most straightforward way of accomplishing many of the science objectives 

described in the Enceladus Mission Concept Study [4] is through a low-altitude orbit of 

Enceladus.  An Enceladus orbit offers two advantages over possible trajectories of a 

spacecraft that is not in orbit around the moon: first, an orbiter will maintain close 

proximity to the moon for a long duration of time, and second, a spacecraft in orbit 

around Enceladus tends to move more slowly relative to the moon than a spacecraft 

approaching from beyond the Enceladus sphere of influence.  Therefore, the goal in 

designing an orbit around Saturn, that periodically flies by Enceladus, is to incorporate 

the advantageous qualities of an Enceladus orbit to the maximum extent possible without 

entering orbit around Enceladus.  Thus, to accomplish science objectives, the most 
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desirable flyby trajectory near Enceladus is a trajectory that minimizes the distance to the 

moon at closest approach while simultaneously minimizing the velocity of the spacecraft 

relative to the moon.  Other than orbits around Enceladus, orbits around Saturn that 

frequently encounter Enceladus might also offer additional options and flexibility.  To 

this end, one specific dynamical phenomenon with potential relevance is orbital 

resonance. 
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4. MEAN MOTION ORBITAL RESONANCE WITH ENCELADUS 

 

4.1 Orbital Resonance in the Saturnian System 
 

Orbital resonance is not merely a mission design tool, but rather it is a naturally 

occurring dynamical process throughout the solar system, and there are actually many 

examples of resonance just within the Saturnian system.  Outside the environs of Saturn 

and its moons, well known examples of orbital resonance include the 2:3 resonance 

between Pluto and Neptune as well as the 1:2:4 Laplace resonance between three of 

Jupiter’s moons: Ganymede, Europa, and Io [30].  However, the Saturnian system is 

perhaps an even more impressive natural laboratory of orbital resonance.  Many of 

Saturn’s larger inner moons exist in some naturally-occurring mean motion orbital 

resonance.  For example, Hyperion moves in a 3:4 orbital resonance with Saturn’s most 

massive moon, Titan, and there is a natural 2:1 resonance between two pairs of moons; 

Mimas and Tethys, as well as Enceladus and Dione [6].  Some of the ring gaps and other 

structures within the main rings of Saturn also result from resonant orbital interactions 

with various Saturnian ring moons, including Pan, Prometheus, and Pandora.  The 

relationship between the Lagrange points of the restricted three-body problem and orbital 

resonance is also notable.  The Lagrange equilibrium points are stationary relative to the 

rotating reference frame in the CR3BP and, thus, these points complete one orbit around 

the three-body problem barycenter in exactly the same amount of time as the two 

primaries.  As such, the Lagrange points display a 1:1 orbital resonance with the 

primaries of the restricted three-body problem.  Thus, the Trojan moons – Helene and 
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Polydeuces at the Saturn-Dione 4L and 5L  points as well as Telesto and Calypso at the 

Saturn-Tethys 4L and 5L  points – are additional examples of moons displaying a 

naturally occurring variety of orbital resonance with Saturn’s larger satellites [39]. 

In interplanetary mission design, the value of orbital resonance is also widely 

recognized.  For example, in designing orbital science tours (e.g., in the Jovian or 

Saturnian system), it is desirable to fly past several moons, and a particular flyby of a 

single moon is often designed specifically such that the spacecraft orbit following the 

flyby is in some orbital resonance with the flyby moon.  Entering orbital resonance is one 

method of ensuring that the spacecraft will encounter the same moon again after both 

have completed some integer number of orbits about the large primary.  This use of 

orbital resonance was exploited in the design of the trajectories for both the Galileo and 

Cassini spacecraft to Jupiter and Saturn, respectively [32, 47].  Orbital resonance is also 

an important component for many proposed orbital tours and cycler trajectories [43, 46-

50]. 

4.2 Use of Resonant Orbits for Periodic Enceladus Encounters 
 

A strategy to target resonant orbits in the CR3BP was introduced in Chapter 2.  The 

direct application of the technique to the Saturn-Enceladus CR3BP produces orbits 

around Saturn that periodically fly close to Enceladus.  The Saturn-Enceladus restricted 

three-body problem is a particularly interesting system since the diminutive size of 

Enceladus is insufficient to be practically used to intentionally reshape the orbit of a 

hypothetical spacecraft.  However, the gravity field of the tiny moon still interferes with 

the direct use of trajectories designed in the conic model when those trajectories pass 

close to the moon.   

Consider the 3:4 resonant orbit from the conic model in the Saturn-Enceladus system 

that appears in Figure 2.7.  The perikrone passage in the immediate vicinity of Enceladus 

is used as a starting point for the targeting algorithm with the goal to deliver a closed 

resonant orbit in the restricted three-body problem.  The result of the differential 
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corrections process appears in Figure 4.1, where the green trajectory corresponds to the 

uncorrected initial condition supplied to the targeter and derived from the corresponding 

two-body resonant orbit; the red trajectory is the final corrected resonant orbit in the 

three-body problem.  The differential corrections process for this resonant orbit required 

 

 
Figure 4.1  Comparison of an uncorrected (green) and corrected (red) 3:4 
resonant orbit in the Saturn-Enceladus CR3BP. 

 

five iterations of the algorithm to converge on an orbit that is periodic within a tolerance 

of 10-12.  The initial conditions of both the two-body resonant orbit and the corrected orbit 

in the restricted three-body problem are shown in Table 4.1.  A spacecraft in a 3:4 

resonance with Enceladus in the two-body model returns to precisely the same position 

relative to Enceladus after the moon has completed four orbits around Saturn; in the 

restricted three-body problem, Enceladus does not complete an exact integer number of 

orbits when the realignment of the bodies occurs.  For the resonant orbit from Figure 4.1, 

it is clear from Table 4.1 that Enceladus is 0.4% of one orbital period shy of completing 

its fourth circular orbit around Saturn.  The net effect of Enceladus’ gravity on the 

resonant orbit, is a velocity discrepancy in the initial spacecraft state of just 22.2 m/s.   
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Table 4.1  Non-zero initial condition elements of a two-body and corrected 
three-body 3:4 resonant orbit. 

x  (km) y  (km/s) Period (days) 
# of Complete 

Enceladus Orbits 
2-Body Resonant Orbit 238115.483125 13.684378 5.498244 4.000000 
3-Body Resonant Orbit 238115.483125 13.706601 5.493279 3.996388 

 

In fact, the influence of Enceladus is so small that when the two-body resonant orbit and 

corrected three-body orbit are plotted together (Figure 4.2), the two curves are nearly 

indistinguishable to the naked-eye without refocusing the plot on the loop corresponding 

to the perikrone passage of the 3:4 resonant orbit in the immediate vicinity of Enceladus.  

For the resonant orbit in Figure 4.2, the perikrone passage occurs at the same moment as  

 

 
Figure 4.2  Comparison of the same 3:4 resonant orbit calculated in the 
two-body (red) and three-body (blue) models in the vicinity of Enceladus. 

 
the closest approach to Enceladus.  In Figure 4.2, the red trajectory is a periodic 3:4 

resonant orbit in the two-body model, where Enceladus gravity is neglected; the blue path 

in Figure 4.2 is the corresponding periodic orbit in the CR3BP, where Enceladus 

influence is incorporated.  The 22.2 m/s velocity discrepancy between the two-body and 

three-body resonant orbits is remarkably small, yet considering that the trajectories pass 

just 40 km above the surface of Enceladus at closest approach, very little additional 
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reshaping of the orbit is expected to result from Enceladus flybys, without the spacecraft 

colliding with the moon.  However, while drastic reshaping of an orbit through the use of 

Enceladus flybys seems unlikely, the small perturbing influence of the moon continues to 

affect all corrected periodic orbits in the CR3BP, though that effect will admittedly 

diminish as the distance of closest approach of a spacecraft relative to Enceladus 

continues to grow.  Using initial conditions from a two-body resonant orbit becomes an 

increasingly accurate approximation, as the minimum distance to Enceladus increases.  

However, a differential corrections scheme to refine the orbit is always required to 

converge to periodicity in the CR3BP to within some reasonable tolerance. 

To demonstrate the point that Enceladus does reshape orbits that pass just above the 

moon’s surface, several additional members of the family of planar 3:4 resonant orbits 

appear in Figure 4.3 and all are periodic in the Saturn-Enceladus three-body problem. 

 

 
Figure 4.3  A demonstration of the gravitational perturbation of several 
planar 3:4 resonant orbits that pass near the Enceladus point-mass in the 
CR3BP. 
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The trajectories visible in Figure 4.3 are all examples of 3:4 resonant orbits that appear 

structurally similar to the periodic orbit in Figures 4.1 and 4.2.  However, in Figure 4.3 

only the portion of each 3:4 resonant orbit that passes near the immediate vicinity of 

Enceladus is plotted.  To magnify the perturbing influence that Enceladus exerts on 

trajectories that pass near the gravitational singularity at the moon’s center in the CR3BP, 

the trajectories in Figure 4.3 are allowed to pass below the surface of the moon.  These 

trajectories demonstrate that only subtle perturbations of the resonant orbits are 

anticipated as the distance of the closest approach to the moon grows beyond even the 

moon’s own radius. 

4.3 Families of Resonant Orbits in the Saturn-Enceladus CR3BP 
 

To determine the types of resonant orbits around Saturn that are most applicable to 

the problem of designing periodic Enceladus flyby trajectories, it is first necessary to 

examine the size and structure of many different families of resonant orbits.  There are an 

infinite number of resonant orbits in the CR3BP, and, as such, the families in this 

investigation do not necessarily constitute a global search of the design space.  Instead, 

many of the lower-numbered resonances (i.e., 1:2, 2:3, 1:3, 3:4, etc.) are examined as a 

starting point to gain a qualitative understanding of resonant orbits in the vicinity of 

Enceladus.  Resonances involving small integer ratios are preferred over higher-

numbered resonances (e.g., a 57:59 resonance) because the frequency of Enceladus 

encounters is higher for lower-numbered resonances.  For example, a spacecraft in a 2:3 

resonance with Enceladus encounters the moon twice in less than five days, while a 

spacecraft in a 57:59 resonance with Enceladus only completes its full resonant period 

after several months have passed.   

Even among the small integer resonance ratios, several resonances are not considered 

for practical reasons.  Resonances that form un-reduced rational fractions are ignored in 

favor of the reduced fraction representation of the same resonance.  For example, the 

family of 1:2 resonant orbits are considered, while the 2:4 and 4:8 families are ignored.  

However, it is possible that there are families of 4:8 resonant orbits that are not identical 
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to the family of 1:2 resonant orbits, but there are no examples of orbits of this type 

included in this analysis. 

4.3.1 Families of 1:1 Resonant Orbits in the Saturn-Enceladus System 
 

Perhaps the simplest orbital resonance between a spacecraft and Enceladus is 

demonstrated by the families of 1:1 resonant orbits.  Several orbits from this resonance 

appear in Figure 3.2.  However, while this resonant ratio may be the simplest to 

understand intuitively in the CR3BP – a spacecraft completes approximately one orbit 

around Saturn in the time it takes Enceladus to do the same – the families of possible 

orbits that share this resonance with Enceladus are actually quite varied.  In fact, there are 

several families of 1:1 resonant orbits in the CR3BP.  Multiple members of four families 

of 1:1 resonant orbits are plotted in Figure 4.4. 

Recall the previous discussion of planar periodic Lagrange point orbits in the CR3BP; 

specifically, the 1L  and 2L  families of Lyapunov orbits in the Saturn-Enceladus system 

that appear in Figure 3.1.  In addition to the 1L  and 2L  Lyapunov orbits, there are also 

planar periodic orbits around the 3L , 4L , and 5L  Lagrange points, though the name 

“Lyapunov” is reserved for orbits around the three collinear Lagrange points.  A subset of 

the 3L  Lyapunov orbit family is plotted in Figure 4.4; planar members of families in the 

vicinity of the equilateral points also appear in the figure.  There are actually an infinite 

number of orbits in each of the four families plotted in Figure 4.4.  The orbits in this 

figure are constructed numerically through a continuation process from small orbits in the 

immediate vicinity of the Lagrange points, in the case of the 3L , 4L , and 5L  planar orbits, 

and small orbits in the vicinity of Enceladus in the case of the orbits that encircle that 

moon.  Mathematically, all of the families extend far beyond the range of orbital sizes in 

Figure 4.4.  However, it is generally desirable to remain outside of Saturn’s rings, so only 

orbits with perikrone above Saturn’s main rings are plotted.  Traditionally, the 3L , 4L ,  
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Figure 4.4  Four families of 1:1 (spacecraft: Enceladus) resonant orbits in 
the Saturn-Enceladus CR3BP rotating frame. 

 

and 5L  planar orbits are not labeled 1:1 resonant orbits but, in fact, these orbits are 

members of orbit families that satisfy the definition of orbital resonance in the CR3BP.  

This definition requires that a spacecraft in a :p q  resonant orbit completes p  

revolutions around the CR3BP barycenter in approximately the time that the second 

primary, Enceladus, completes q  orbits.  In addition to the near rational ratio of the 

orbital periods of a spacecraft and Enceladus, the definition of resonance requires that 
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resonant orbits are closed and periodic in the rotating reference frame.  As noted in 

Chapter 2, all five of the Lagrange points associated with any restricted three-body 

system are in a precise 1:1 resonance with the system primaries.  In addition to the 

resonance of the Lagrange points, the planar libration point orbits in the vicinity of 3L , 

4L , and 5L  also form closed orbits in the CR3BP with orbital periods approximately 

equal to the period of the primaries in the three-body problem.  Table 4.2 includes the 

initial conditions for the smallest and largest members of each family of 1:1 resonant 

orbits plotted in Figure 4.4.  The data in Table 4.2 indicates that the resonance ratio 

between the orbital period of the 3L , 4L , and 5L  planar orbits and the orbit of Enceladus 

is preserved to the sixth decimal place, despite the perturbing influence of Enceladus.  

However, while the three families of planar Lagrange point orbits maintain the close 1:1 

resonant ratio with Enceladus across the entire range of orbits calculated for this 

investigation, the same cannot be said for the family of orbits that encircle the moon. 

 

Table 4.2  Initial conditions of the largest and smallest orbits in four 
families of 1:1 resonant orbits. 

Orbit Type x  (km/s) y  (km) 
 

x  (km/s) 
 

y  (km/s) Period (days) 
# of Complete 

Enceladus Orbits 

Small 3L  Lyapunov -250334.175 0 0 1.246333 1.374560894 0.999999929 

Large 3L  Lyapunov -349514.191 0 0 10.878614 1.374560924 0.999999951 

Small 4L  Planar 165477.1362 187914.4841 0.070612 -1.939917 1.374561980 1.000000719 

Large 4L  Planar 237001.1862 188567.9638 0.894063 -9.555970 1.374561524 1.000000387 

Small 5L  Planar 165477.1362 -187914.484 -0.070612 -1.939917 1.374561980 1.000000719 

Large 5L  Planar 237001.1862 -188567.963 -0.894063 -9.555970 1.374561524 1.000000387 
Small Planar  

Enceladus Orbit 236029.365 0 0 0.264624 1.218597735 0.88653595 
Large Planar  

Enceladus Orbit 145432.235 0 0 11.346182 1.374558572 0.999998239 
 
 
In Table 4.2, temporarily focus on the planar Enceladus orbits.  The results demonstrate 

that for the family of 1:1 resonant orbits that revolve around Enceladus in Figure 4.4, the 

larger orbits possess a period that matches Enceladus orbital period to the fifth significant 
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digit, but the precision of the resonance is degraded as the orbits decrease in size and 

more closely approach Enceladus. 

The families of resonant orbits around the 3L , 4L , and 5L  Lagrange points in Figure 

4.4 demonstrate that for any :p q  resonance, there are generally multiple families of 

periodic orbits that exist.  However, since orbits that closely approach Enceladus are 

desired, the focus of this analysis is on resonant families with characteristics similar to 

the Enceladus-centered orbits in Figure 4.4, that is, families of orbits that possess 

symmetry across the x-axis and closely approach the moon. 

4.3.2 Families of Exterior Resonant Orbits in the Saturn-Enceladus CR3BP 
 

To expand the understanding of the structure of resonant orbits in the Saturn-

Enceladus system, several additional families are computed.  Multiple families of 

resonant orbits in the Saturn-Enceladus rotating reference frame appear in Figures 4.5 

and 4.6.  The families of orbits in both figures are examples of exterior resonant orbits; 

the resonant ratio of these orbits is qp : , such that qp < .  These orbits are termed 

“exterior” resonant orbits because each orbit is defined in terms of an instantaneous semi-

major axis that is greater than the semi-major axis of Enceladus’ orbit around Saturn.  

Thus, more than 50% of the time the spacecraft moves along its orbital path around 

Saturn at a distance that is beyond the orbit of Enceladus.  The size of Enceladus has been 

exaggerated by a factor of 20 in Figures 4.5 and 4.6 to aid in visibility, and the moon 

appears as a stationary sphere at a coordinate of ≈x 238,000 km.  

Velocity information along the trajectories in Figures 4.5 and 4.6 is indicated by the 

color gradient; colors on the red end of the spectrum correspond to higher velocities 

relative to Enceladus and the blue end of the spectrum represents lower velocities relative 

to the moon.  Again, lower velocities relative to Enceladus are preferred for 

accomplishing science objectives during the closest approach of the spacecraft to the 

moon.  To compute the orbits in the families plotted in Figures 4.5 and 4.6, a differential 
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Figure 4.5  Exterior resonant orbit families plotted in the rotating frame of 
the Saturn-Enceladus CR3BP.   

 
corrections algorithm is employed.  Perpendicular crossings of the rotating x-axis 

between Saturn and Enceladus are targeted to achieve orbital periodicity.  The initial 

conditions to generate the orbits in each family of orbits span a range along the x-axis 

from ~140,000 km relative to Saturn’s center, to a distance equal to ~240,000 km.  

Saturn’s main rings extend to a distance of ~175,000 km relative to the center of the 

planet.  Therefore, the orbits in Figures 4.5 and 4.6 that intersect the rings are not 

generally practical.  The outer edge of the F-ring terminates at a distance of 

approximately 140,000 km from Saturn, so this distance is used as a lower bound on the 

minimum allowable perikrone distance allowable for each resonant orbit.   
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Figure 4.6  Additional exterior resonant orbit families plotted in the 
rotating frame of the Saturn-Enceladus CR3BP. 
 

Since Enceladus observability is the primary motivation in generating these orbits, 

only those orbits with perikrone closer to Saturn than Enceladus’ orbit are examined in 

detail, that is, orbits that pass between Saturn and Enceladus during their closest approach 

to the planet.  In general, exterior resonant orbits with periapsis above the orbit of 

Enceladus do exist in each one of the exterior resonant families in Figures 4.5 and 4.6, 

but these orbits are of little utility here.  Note that each of the exterior resonant orbits in 

the figures includes a perpendicular x-axis crossing between Enceladus and Saturn.  

However, recall that there are complementary families for each resonance that cross the 

5:6 Resonance 

3:5 Resonance 3:4 Resonance 
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positive x-axis perpendicularly beyond the distance of Enceladus.  An example of each of 

these two types of families of resonant orbits is included in Figure 4.7.  The left plot in 

Figure 4.7, represents the family of 3:4 resonant orbits from Figure 4.6; it includes a 

perikrone passage loop that encircles Enceladus.  A complementary family of 3:4 

resonant orbits appears in the right plot of Figure 4.7; this family is less useful for 

Enceladus science since the path never approaches the moon.   

 

 
Figure 4.7  Comparison of two distinct families of 3:4 resonant orbits in 
the Saturn-Enceladus rotating frame. 

 
Further consideration of resonant orbits with higher :p q  ratios introduces closed and 

periodic resonant orbits in the CR3BP that accomplish multiple close flybys of Enceladus 

during one resonant period.  One example that achieves two close Enceladus flybys 

during a single resonant period is accomplished via a 9:10 resonant orbit.  In Figure 4.8, 

there are two views of several members from a 9:10 resonant family with a perikrone 

distance of approximately 152,000 km.  However, unlike the resonant orbits from the 

previous figures, two close Enceladus encounters occur along the trajectories in Figure 

4.8.  These close encounters are approximately mid-way between the perikrone and 

apokrone distances of the orbit.  In Figure 4.8, the orbits are plotted in the Saturn-

Enceladus rotating frame. 

Perikrone ⊥  Crossing of x̂+ - Apokrone ⊥  Crossing of x̂+ -axis 
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Figure 4.8  A family of 9:10 resonant orbits that allow for two Enceladus 
flybys during a single resonant period. 

 

Clearly, one advantage of a resonant orbit similar to the 9:10 resonant orbits in Figure 

4.8 is two close Enceladus encounters that are spaced relatively close in time, followed 

by a longer period of time devoid of any close flybys.  A potentially significant drawback 

associated with such Enceladus flybys is a high velocity relative to Enceladus during 

each flyby: velocities on the order of 5 km/s.  Velocities of this magnitude greatly exceed 

the relative velocities along one of the resonant orbit families that appear in Figures 4.5 

and 4.6. 

4.3.3 Families of Interior Resonant Orbits in the Saturn-Enceladus CR3BP 
 

All previous families of resonant orbits are comprised of orbits that are examples of 

exterior resonance.  In exterior resonance, the spacecraft moves on an orbit around Saturn 

with a longer orbital period than Enceladus’ orbit; the spacecraft therefore completes 

fewer orbits around Saturn than the moon during each resonant cycle.  For exterior 

resonant orbits, the resonance will be of the form qp : , such that qp < .  However, there 

are also families of interior resonant orbits, those with a resonance of the form qp : , 

Saturn-Centered View Enceladus-Centered View 
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such that qp > .  An interior resonant orbit around Saturn possesses a semi-major axis 

that is smaller than the orbit of Enceladus.  As such, the orbital period of an interior 

resonant orbit is also smaller than the orbital period of Enceladus, and a spacecraft on an 

interior resonant orbit completes more orbits around Saturn than the moon during each 

resonant period.   

Several examples of interior resonant orbits in the Saturn-Enceladus CR3BP appear 

in Figure 4.9.  Unlike the exterior resonant orbit families, a spacecraft on an interior 

resonant orbit from one of the families in Figure 4.9 spends the majority of its orbital 

period inside of the orbit of Enceladus.  While the loops in the exterior resonant orbit 

families in Figure 4.5 and 4.6 correspond to times when the spacecraft passes perikrone 

in its orbit around Saturn, the loops visible in the interior resonant orbit families in Figure 

4.9 correspond to apokrone passages.   

Enceladus’ orbit around Saturn is relatively close to Saturn’s rings; it is just 1.7 times 

further from Saturn than the outer edge of Saturn’s F-ring.  Unfortunately, the proximity 

of Enceladus’ orbit to Saturn’s rings implies that there is only a narrow range available 

for interior resonant orbits to closely encounter the moon, while still maintaining a 

sufficiently large perikrone distance to avoid collision with Saturn’s rings.  Note that in 

the 3:2 family of resonant orbits from Figure 4.9, even the orbit with the apokrone loop 

nearest Enceladus fails to actually reach the of the orbit of Enceladus.  The apokrone 

distance associated with the 3:2 resonant orbits in Figure 4.9 cannot be raised to more 

closely approach Enceladus without the trajectory passing through Saturn’s rings during 

perikrone.  Since interior resonant orbits are within the orbit of Enceladus, the velocities 

along these orbits are higher, relative to Saturn, that the velocity of Enceladus.  

Consequently, to exploit an interior resonant orbit, the spacecraft’s orbital energy must be 

reduced to a level below that of Enceladus’ orbit.  If a spacecraft transfers down from an 

original orbit with apokrone near Titan, the required energy reduction to achieve interior 

resonance with Enceladus is greater than the reduction required to reach an exterior 

resonant orbit.  
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Figure 4.9  Interior resonant orbit families plotted in the rotating frame of 
the Saturn-Enceladus CR3BP. 

 

In summary, the previous families of resonant orbits can be constructed using 

differential corrections and a continuation process.  Ultimately, only a handful of orbits 

from any resonant family would support an Enceladus mission.  Those resonant orbits 

with qualities that are desirable for mission design purposes can be isolated by examining 

each family of resonant orbits and identifying the orbits which have characteristics that 

meet the design criteria. 
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4.4   Trajectories in Resonance with Both Dione and Enceladus  
 

In the previous analysis, families of resonant orbits are constructed in the Saturn-

Enceladus CR3BP.  Using the same methodology, it is also possible to identify resonant 

orbits in other restricted three-body systems; this includes systems with Saturn and some 

other Saturnian moon as the two primaries.  Also, recall that Enceladus is in a natural 2:1 

resonance with Saturn’s moon Dione, and this result offers additional utility in the design 

of resonant orbits that frequently fly by Enceladus.  If the resonance between Enceladus 

and Dione is exactly 2:1, then any resonant orbit computed in the Saturn-Enceladus 

CR3BP, one that is closed and periodic in the Saturn-Enceladus rotating frame, is also 

closed and periodic in the Saturn-Dione rotating reference frame.  Thus, for any qp :  

resonance between a spacecraft and Enceladus, the same trajectory possesses a 
2

: qp  

resonance with Dione.  The CR3BP model utilized to target resonant orbits still only 

includes the gravitational influence of a single Saturnian moon.  However, it is possible 

to define an additional rotating reference frame that is not associated with any 

gravitational source.  This additional rotating reference frame that facilitates orbit design 

for resonance with Dione is defined with a rotational period corresponding to the period 

of a massless satellite in circular motion around Saturn at a distance equal to that of 

Dione’s semi-major axis.   

The natural resonance between Enceladus and Dione introduces another option in the 

design of resonant trajectories for a spacecraft in the Saturnian system: resonant 

trajectories that periodically encounter both Enceladus and Dione.  Such an orbit offers 

an opportunity for repeated flybys of both Enceladus and Dione.  It is also possible to use 

Dione’s gravitational influence to assist in maintaining a resonant orbit.  Smaller 

maneuvers prior to a close Dione flyby yield a larger effect on the orbit of a spacecraft. 
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4.4.1 Trajectory Design in the Saturn-Dione CR3BP 
 

For resonant orbits that fly by both Enceladus and Dione, the dynamical model must 

be modified.  This analysis uses more than one dynamical model to simulate the 

trajectory of a spacecraft on a resonant orbit that periodically encounters both Enceladus 

and Dione.  First, this analysis uses the CR3BP to model the Saturn-Dione system, with 

Enceladus modeled as a massless satellite.  Recent measurements of the masses of both 

Dione and Enceladus indicate that Dione is approximately 10 times more massive than 

Enceladus (Table 4.3)  [3, 39].  Although Enceladus is currently the primary body of 

interest scientifically, the inclusion of Dione’s gravity field is of greater dynamical 

import.  Therefore, the restricted three-body problem used to model the behavior of a 

spacecraft flying near both Dione and Enceladus, is initially the Saturn-Dione CR3BP. 

Isolating a trajectory to fly by both Dione and Encladus is accomplished by first using 

differential corrections to determine families of resonant orbits in the Saturn-Dione 

system.  Since the desired orbits pass near Enceladus as well as Dione, the focus is placed 

on the families of interior resonant orbits, that is, orbits that complete more revolutions 

around Saturn than Dione during each orbital period.  Qualitatively, the families of 

resonant orbits in the Saturn-Dione system appear similar to the families from the Saturn-

Enceladus system, plotted in Figures 4.4-4.9.  

Once families of resonant orbits are constructed in the Saturn-Dione CR3BP, 

individual orbits are selected that exhibit desirable characteristics.  In particular, a 

trajectory is sought that crosses the orbit of Enceladus near perikrone, thus minimizing 

the relative velocity between the two bodies, and the orbit also passes relatively near 

Dione at apokrone.   In general, a resonant orbit that is periodic in the Saturn-Dione 

CR3BP and crosses Enceladus’ orbit, does not encounter Enceladus due to timing issues.   

Recall, Enceladus’ gravity field is not incorporated in the Saturn-Dione model, so the 

initial position of Enceladus can potentially be arbitrarily selected so that the moon lies 

precisely at the intersection between Enceladus’ orbit and the spacecraft’s orbit at the 

moment that the spacecraft reaches the intersection point.  However, Enceladus is always 

assumed to be aligned with Dione at the initial time.  Thus, the timing for the Enceladus  
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Figure 4.10  A 3:2 resonant orbit from the Saturn-Dione CR3BP; viewed 
also in the Saturn-Enceladus rotating frame, the inertial reference frame. 
 

flyby is controlled by selecting the position and velocity of the spacecraft at the initial 

time.  Once some resonant orbit is determined in the Saturn-Dione CR3BP, a complete 

time-history of the spacecraft motion along the resonant orbit is available.  With full 

knowledge of the state of the spacecraft at each instant of time along the path, it is 

possible to target an Enceladus flyby by noting the time-of-flight from the initial state on 

the x-axis to the crossing of Enceladus’ orbit.  Thus, the initial position of the spacecraft 

is offset along the orbit such that the spacecraft crosses Enceladus’ orbit at the same  

 

Inertial Reference Frame View 

Dione Enceladus 

Enceladus’ 
Orbit 

Dione’s 
Orbit 

Dione’s 
Orbit Enceladus’ 

Orbit 

Enceladus 
Vicinity 

3:2 Resonance (Sat.-Dione Rotating Frame) 3:4 Resonance (Sat.-Enc. Rotating Frame) 



 

 

 

85

 
Figure 4.11  A 5:4 resonant orbit from the Saturn-Dione CR3BP viewed 
also in the Saturn-Enceladus rotating frame, the inertial reference frame. 

 
moment that the moon reaches the intersection point. 

As examples, orbits from three different resonant families are isolated and then 

further refined to ensure that flybys of both Dione and Enceladus occur.  These examples 

originate from the 3:2, 5:4, and 4:3 resonant orbit families in the Saturn-Dione CR3BP, 

and the final trajectories are plotted in Figures 4.10-4.12.  For each of the resonances 

plotted in Figures 4.10-4.12, four views of the trajectory appear; these include the Saturn-

Dione rotating frame, the Saturn-Enceladus rotating frame, the inertial frame view, and  
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Figure 4.12  A 4:3 resonant orbit from the Saturn-Dione CR3BP viewed 
also in the Saturn-Enceladus rotating frame, the inertial reference frame. 

 
finally, a perspective view displaying details of the orbits in the immediate vicinity of 

Enceladus.  The red trajectory in each plot corresponds to the orbital motion of the 

spacecraft, while the blue trajectories result from the orbital motion of Enceladus, Dione, 

or both.  To aid in their visibility, the sizes of both Enceladus and Dione are magnified by 

a factor of 20 in Figures 4.10-4.12.  Note that none of the orbits in these figures form 

perfectly closed orbits in the Saturn-Enceladus rotating reference frame; the orbits in 

Figures 4.10-4.12 are targeted to achieve periodicity in the Saturn-Dione rotating frame 

to within some preset numerical tolerance.  Of course, the trajectories in the Saturn-
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Enceladus rotating reference frame are generally quasi-periodic due to the imprecise 

nature of the 2:1 resonance between Dione and Enceladus.  Consequently, the quasi-

periodic resonant orbits between Dione and Enceladus actually do resemble their 

ephemeris counterparts qualitatively; in fact, they are a better representation than 

perfectly periodic orbits.   

4.5 A Six-Body Dynamical Model of the Saturnian System 
 

Each of the resonant orbits in Figures 4.10-4.12 passes closer to Enceladus than to 

Dione.  Recall that Dione’s gravitational influence is included in the restricted three-body 

model used to correct these resonant orbits, but Enceladus’ gravity is neglected.  The 

resonant orbits in Figures 4.10-4.12 necessitate the introduction of a new dynamical 

model of the Saturnian system; a dynamical model that includes additional gravity fields 

beyond the two included in the CR3BP.   

4.5.1 Natural Saturnian Satellites 
 

The expanded dynamical model is used to design trajectories that fly by more than 

one Saturnian moon.  As of 2008, as many as 60 natural satellites are known to exist in 

the Saturnian system, and are classified as moons, in addition to the countless particles 

that populate Saturn’s rings.  There is little incentive to include every one of Saturn’s 

moons in a new dynamical model.  Many of Saturn’s moons are quite small and orbit far 

beyond the larger inner moons that are the focus of this investigation.  In addition, the 

orbits of many of Saturn’s newly discovered tiny moons are poorly defined in terms of 

their orbital parameters and, therefore, cannot be accurately modeled.  Thus, a limited 

number of the most massive moons of Saturn are incorporated.  With the exception of 

massive Titan, the gravitational influence of the remaining Saturnian satellites is only 

significant during a close flyby.  Since these close flybys are unlikely to occur 
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unintentionally, the only moons that are incorporated in the model are those moons that 

are used as flyby bodies in the current analysis.   

In this investigation, the expanded multi-body dynamical model of the Saturnian 

system includes only the gravitational influence of the most massive of the Saturnian 

satellites located within the orbit of Titan.  Specifically, the moons that are incorporated 

into the model include: Enceladus, Tethys, Dione, Rhea, and Titan.  This sampling of 

moons includes a wide range in terms of both orbit size and satellite mass.  The masses 

and relevant dynamical data for each of these Saturnian moons appear in Table 4.3 [6]. 

 

Table 4.3  Physical properties of Saturn and five of its larger inner moons. 

Gravitational 
Body 

Mass (kg) Gm 
3

2
km

kg s
 
 ⋅ 

 Semi-Major 
Axis (km)  

Radius (km) Eccentricity 
 

Inclination 
(degrees) 

Saturn 5.68428e26 37931207.58 - 60268 - - 
Enceladus 1.08041e20 7.209544429 238413.5 256.3 0.005045992 0.016 

Tethys 6.17416e20 41.2001472 294977.47 529.8 0.000821697 1.0895 
Dione 1.09565e21 73.11284589 377649.63 560 0.002415667 1.0126 
Rhea 2.30691e21 153.9401336 527234.25 764 0.001252151 0.3472 
Titan 1.34544e23 8978.137176 1222276.4 2575 0.02903215 0.2949 

 

Among the remaining Saturnian moons that are excluded from the six-body dynamical 

model, only Iapetus possesses a mass greater than Dione, Tethys, and Enceladus.  Iapetus 

is ignored because it orbits approximately three times further than Titan from Saturn.  No 

targeted flybys of moons at this distance are included.  Another of Saturn’s moons, 

Mimas, is also of comparable size to Enceladus.  However, because of Mimas’ close 

proximity to Saturn’s rings, this moon is a less desirable flyby target, and it is thus 

ignored.  

4.5.2 Formulation of the Six-Body Model of the Saturnian System 
 

The six-body model of the Saturnian system supports simulations of spacecraft 

motion under the gravitational influence of Saturn, Enceladus, Tethys, Dione, Rhea, and 

Titan.  As such, the model incorporates the gravitational influence of each of these moons 
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while simultaneously modeling the relative motion of these bodies under their mutual 

gravitational interactions.  It is assumed in the formulation of the six-body model that the 

five Saturnian moons are in circular co-planar orbits around Saturn.  As seen in Table 4.3, 

the orbits of all five moons actually possess an eccentricity less than 0.03, and the 

eccentricity of the smaller four moons is an order of magnitude smaller.  The inclination 

of each of the moons is also less than 1.1 degrees.  Thus, the physical properties of the 

orbits justify the simplifying assumptions in the multi-body model of the Saturnian 

system.  In the six-body model, it is also assumed that Saturn’s position remains fixed at 

the origin of the system and the orbits of the moons are co-planar with the ring plane of 

Saturn.  The primary advantage of this six-body model of the Saturnian system, is that the 

gravitational influence of all six bodies are included continuously throughout the entire 

simulation.   

The equations of motion for the spacecraft in the six-body system are simply an 

implementation of the vector form of Newton’s second law and the law of universal 

gravitation, that is, 

 
=

−
−=′′

6

1
3

)(
i iS

iSi
S R

RRmGR , (4.1) 

where the subscript i identifies the gravitational body of interest from the list including: 

Enceladus, Tethys, Dione, Rhea, Titan, and Saturn.  In Equation 4.1, SR  is the vector 

defining the position of the spacecraft relative to Saturn and iR  similarly defines the 

position of the ith gravitational body.  A pictorial definition of the position vectors in 

Equation 4.1 is included in Figure 4.13.  Since the position of Saturn is fixed at the origin 

of the six-body model, two vectors included in the summation on the right side of 

Equation 4.1 do not appear in Figure 4.13; 6R  is of length zero and SR6  is identical to 

the vector SR .   

Unlike the derivation of the traditional three-body problem equations of motion in 

Chapter 2, this six-body model of the Saturnian system does not incorporate  
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Figure 4.13  Vector definition of the six-body dynamical model of the 
Saturnian system. 

 
 

non-dimensionalization prior to numerical integration.  In addition, all integrations in this 

six-body model are performed relative to the inertial coordinate frame rather than a 

rotating reference frame, though the resulting trajectory is transformed into the rotating 

coordinates associated with each of the moons included in the six-body model.  Unlike 

the rotating reference frame defined for the CR3BP, one which is centered on the 

barycenter, the rotating frames associated with the five moons in the six-body model are 

centered on Saturn; this minute difference in the origin position is only 0.02% of the 

radius of the moon’s orbit for even the most massive body, Titan, and at least two 

additional orders of magnitude smaller for the other moons.   

The orbits of the five moons in this six-body model are not numerically integrated.  

The moons are assumed to move in circular co-planar orbits around Saturn.  Thus, their 

positions as a function of time are found analytically as,  

 ( )iiii Ntax ⋅+⋅= *
0

cosθ , (4.2) 
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 ( )iiii Ntay ⋅+⋅= *
0

sinθ , (4.3) 

where iN  is the mean motion of moon i and *
0i

θ  is an initial value of true anomaly for the 

orbit of each moon obtained from an ephemeris file at an arbitrary epoch to provide a 

realistic configuration for the moons at the initial time.  An analytical definition for the 

positions of the moons is superior to integrating their circular motion around Saturn both 

because the analytical method is computationally less expensive and does not accumulate 

any numerical error during long simulations.  

4.5.3 Quasi-Periodic Resonant Orbits in the Six-Body Model 
 

The six-body model of the Saturnian system reflects a more physically realistic 

dynamical model to simulate the motion of a spacecraft as it moves along a resonant orbit 

that passes near both Dione and Enceladus.  Recall that the resonant orbits in Figures 

4.10-4.12 are the result of applying differential corrections to a spacecraft trajectory 

propagated in the Saturn-Dione CR3BP.  As the resonant orbits in Figures 4.10-4.12 pass 

within a few hundred kilometers of the surface of Enceladus, it is reasonable to further 

examine these orbits in a model that incorporates the gravity field of Enceladus. 

As the initial positions of Dione and Enceladus are not generally aligned in the six-

body model, transferring the resonant orbits in Figures 4.10-4.12 to the six-body model 

requires careful consideration of timing.  First, an inertial state along the reference 

resonant orbit is selected from the orbit calculated in the CR3BP.  Integration in the six-

body model using this selected inertial state as an initial condition generally results in a 

quasi-periodic resonant orbit that qualitatively resembles the trajectory from the CR3BP.  

However, the trajectory in the six-body model is generally not symmetric across the x-

axis of the Saturn-Dione rotating reference frame.  As a result, the trajectory precesses 

further from a closed trajectory than is the case when a particular perikrone or apokrone 

passage is forced to lie along the x-axis of the Saturn-Dione rotating frame.  A 

transformation matrix rotates the initial integration state such that the resulting quasi-  
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Figure 4.14  A 3:2 Dione resonance and 3:4 Enceladus resonance 
simulated in the six-body model of the Saturnian system. 

 

periodic resonant orbit is nearly symmetric in the Saturn-Dione rotating frame.  Once the 

initial spacecraft state is rotated, the perikrone of the orbit is forced to an orientation near 

Enceladus by altering the starting integration epoch to alter the initial position of 

Enceladus relative to Dione.   

The trajectories in the six-body problem that result from integrating the inertial states 

obtained from the resonant orbits in Figures 4.10-4.12 are nearly periodic in the Saturn-  
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Figure 4.15  A 5:4 Dione resonance and 5:8 Enceladus resonance 
simulated in the six-body model of the Saturnian system. 

 

Dione rotating frame for two of three test cases. These three examples are plotted in 

Figures 4.14-4.16.  Note that for the 3:2 and 5:4 resonant trajectories with Dione in 

Figure 4.14 and 4.15, the quasi-periodic resonant orbit remains nearly closed throughout 

an integration period equal to ten revolutions of Dione around Saturn.  The stability of 

these resonant orbits over an indefinite period of time is not examined in this 

investigation. 
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Figure 4.16  A 4:3 Dione resonance and 2:3 Enceladus resonance 
simulated in the six-body model of the Saturnian system. 

 

The resonant orbits in Figure 4.10-4.12 are selected for further examination precisely 

because they pass close to multiple gravity fields.  However, despite the additional 

perturbing influences in the six-body model of the Saturnian system, the conditions 

associated with a resonant orbit calculated in the Saturn-Dione CR3BP successfully  

produce a nearly closed quasi-periodic resonant orbit in the Saturn-Dione rotating frame.   

Not surprisingly, the additional gravitational perturbations in the six-body problem 

result in trajectories in the Saturn-Enceladus rotating frame that display precession of the 
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perikrone loops relative to Enceladus.  As a result of the precession relative to Enceladus, 

only a single close Enceladus flyby occurs in the 5:8 resonance plotted in Figure 4.15; the  

spacecraft approaches Enceladus to within approximately 600 km only once.  Despite the 

lack of periodicity in the trajectories relative to the Saturn-Enceladus rotating frame as 

apparent in Figure 4.14 and 4.15, the conditions associated with these resonant orbits 

calculated in the Saturn-Dione CR3BP produce very nearly periodic resonant trajectories 

in the six-body model of the Saturnian system. 

Additional insight into the multi-body nature of the dynamical interactions in the six-

body model of the Saturnian system is available from the 4:3 resonant trajectory in Figure 

4.16.  Unlike the 3:2 and 5:4 resonant orbits in Figure 4.14 and 4.15, the computation of a 

nearly periodic 4:3 resonant orbit, one that retains the characteristics apparent in the 

trajectory plotted in Figure 4.12, is substantially more challenging in the six-body model.  

Although the quasi-periodic orbits relative to the Saturn-Dione rotating reference frame 

in Figures 4.14 and 4.15 formed nearly closed trajectories, the trajectory in Figure 4.16 

lacks the same nearly-periodic structure.  Instead, noticeable precession of the apokrone 

loops relative to Dione in the Saturn-Dione rotating frame is apparent after just 2.5 

resonant periods.  Interestingly, while the trajectories in Figures 4.14 and 4.15 yield only 

a single Enceladus flyby during numerical simulation in the six-body model, the 

trajectory in Figure 4.16 produces four close Enceladus flybys.  This counterintuitive 

result is actually a consequence of an unintentional close flyby of an additional Saturnian 

moon included in the six-body model of the Saturnian system, that is, Tethys.  During the 

simulation of the trajectory in Figure 4.16, the spacecraft encounters Enceladus twice and 

Dione once before it passes within 2000 km of Tethys.  The Tethys flyby, displayed in 

Figure 4.17, has the unintended effect of slightly reshaping the orbit of the spacecraft 

following the flyby.  As a result of the incidental flyby of Tethys, the 4:3 Dione resonant 

orbit in Figure 4.16 lacks the nearly periodic structure displayed by the trajectories in 

Figures 4.14 and 4.15.  Note, however, that additional Enceladus flybys occur during the 

simulation in Figure 4.16 as a result of the small changes in the spacecraft orbit following 

the Tethys flyby. 
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Figure 4.17  A non-targeted Tethys flyby during the simulation of the 4:3 
(spacecraft: Dione) resonant orbit in the six-body Saturnian system model. 

 

Three results from the analysis of resonant orbits in the Saturnian system are notable.  

First, the previously displayed resonant orbits offer a means to periodically encounter 

Enceladus.  These trajectories yield periodic close encounters with Enceladus without the 

added difficulty of entering orbit around Enceladus.  As such, resonant orbits are one 

possible alternative to entering orbit around Enceladus.  Second, it is relatively 

straightforward to design resonant orbits in the Saturnian system that encounter multiple 

Saturnian moons, at least quasi-periodically.  By exploiting natural resonances within the 

Saturnian system, resonant trajectories similar to the trajectories in Figures 4.10-4.12 

offer frequent passes of multiple Saturnian moons.  Based on this analysis of resonant 

orbits, a third observation is that these resonant solutions do exist in higher fidelity 

dynamical models of the Saturnian system, although strict periodicity is lost through the 

addition of perturbing influences.  The trajectories in Figures 4.14-4.16 supply evidence 

that it is possible to determine resonant trajectories that encounter both Enceladus and 

Dione multiple times along a single ballistic trajectory.   
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The resonant orbits calculated in this investigation are of relatively low orbital energy 

when compared to orbits with apokrone beyond even the distance of Titan’s orbit.  To 

utilize one of the resonant orbits from this analysis, it is necessary to quantify the 

reduction in orbital energy relative to Saturn that is required to match the energy of a 

resonant orbit. 
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5. DESIGN OF SEQUENCES OF FLYBY TRAJECTORIES 
IN THE SATURNIAN SYSTEM 

To date four spacecraft have encountered Saturn.  Of those four, three spacecraft 

passed Saturn on hyperbolic trajectories relative to the planet: Pioneer 11, Voyager 1, and 

Voyager 2.  Only Cassini, the fourth and most recent spacecraft to encounter Saturn, 

performed a large propulsive maneuver to achieve capture into orbit around Saturn.  For 

Cassini, the Saturn orbit insertion maneuver and the follow-up maneuver to raise the 

perikrone altitude above Saturn’s rings required 1300 kg of propellant, a full 45% of the 

fuel that the spacecraft carried at launch in 1997, and altered the velocity of Cassini by 

1,019 m/s [51].  Cassini’s initial orbit around Saturn possessed a period of 155 days [52], 

and on this orbit, Cassini crossed the orbital path of Enceladus at a velocity in excess of 

17 km/s relative to Saturn.  To enter orbit around Enceladus or to directly insert into one 

of the previous resonant orbits, a spacecraft entering the Saturnian system is required to 

dramatically reduce its orbital energy relative to Saturn to a level comparable with the 

desired final orbit.  Some reductions in orbital energy can be accomplished with 

propulsive maneuvers.  However, in the case of Cassini, the sum of all propulsive 

maneuvers through the end of the primary mission resulted in a total change in velocity 

of less than 2 km/s [51].  If Cassini’s initial orbit around Saturn is used as an approximate 

baseline initial orbit for a future mission in the Saturnian system, clearly the bulk of the 

reduction in orbital energy relative to Saturn must result from gravity-assist flybys of 

Saturn’s moons.  All of the reference solutions presented in the Enceladus Flagship 

Mission Concept Study [4] incorporated gravity-assist flybys of Titan and some included 

gravity-assist flybys of additional Saturnian moons.   

In this investigation, sequences of gravity-assist flybys of Saturn’s moons are 

designed in a six-body model using an algorithm that incorporates a constrained local 

optimization routine.  However, prior to the design of flyby sequences, it is first useful to 
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quantify the magnitude of the equivalent V that can result from gravity-assist flybys of 

each of the Saturnian moons that are incorporated in the six-body model of the Saturnian 

system.   

5.1 Comparison of Gravity-Assist Flybys in the Patched Conic Model and CR3BP  
 

Although sequences of flyby trajectories are designed using a six-body model of the 

Saturnian system, the CR3BP is a more useful model for examining the accuracy of the 

patched conic approximations during the flyby trajectories.  If the results of a gravity-

assist trajectory simulated in a six-body model are compared to the results from a patched 

conic analysis, interpretation requires caution. It is not possible to definitively 

demonstrate whether differences between the results  from the six-body and the patched 

conic models result from systematic errors associated with the instantaneous transition 

between conic frames in the patched conic case, or whether differences are due to the 

perturbing influence of additional gravitational sources in the six-body model.  Thus, the 

circular restricted three-body problem is again selected as the dynamical model to 

quantify the effects of gravity-assist flybys.  Directly comparing the results from the 

patched conic model to results simulated in the CR3BP allows differences resulting from 

the addition of the gravity field of 2P  to be isolated. 

A background discussion concerning the mechanics of a gravity-assist flyby is 

included in Chapter 2.  Recall that the three key parameters in a gravity-assist flyby 

include (i) eqVΔ , the equivalent velocity change that results from the flyby, (ii) ∞V , the 

hyperbolic excess velocity of the spacecraft relative to the moon during the flyby, and 

(iii) cr , the distance of the spacecraft’s closest approach to the flyby body.  While all 

three of these quantities are well defined within the patched conic model, the definition is 

more complex when flybys are modeled in the CR3BP.  In the CR3BP, the scalar 

quantity ∞V , is calculated in this investigation as the difference between the inertial 

velocity of the spacecraft and the inertial velocity of the moon at the moment of the 

closest approach of the spacecraft to the flyby body.  The equivalent change in velocity 
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that results from the flyby, eqVΔ , is computed in the CR3BP as the difference between 

the predicted velocity of the spacecraft at the moment of closest approach to the flyby 

body based on two different calculations.  First, the instantaneous conic orbit of the 

spacecraft as it enters the flyby body’s Hill’s sphere is used to analytically predict the 

velocity at closest approach.  A second prediction is generated from the spacecraft state 

as the vehicle exits the Hill’s sphere; the exit state yields conic elements and the close 

approach velocity is again approximated.  For additional detail on the calculation of eqVΔ  

and ∞V  in both the patched conic model and CR3BP, refer to Chapter 2.3.2.   

The value of eqVΔ  that results from a gravity-assist flyby varies tremendously based 

on the size of the flyby body (Table 5.1), the distance of closest approach to the flyby 

body, cr , and the ∞V  of the spacecraft relative to the flyby body.  For a comprehensive 

understanding of the expected magnitude of eqVΔ  resulting from a specific gravity-assist 

flyby, a wide range of possible values of ∞V  and cr  are explored within the contexts of 

the CR3BP for encounters with five different moons: Enceladus, Tethys, Dione, Rhea, 

and Titan.  Since the perikrone altitude of the initial spacecraft orbit is held constant, that 

is, pr  = 188,825 km for these simulations, the value of ∞V  for each gravity-assist flyby is 

modified by altering the apokrone altitude of the initial spacecraft orbit relative to Saturn; 

orbits with larger apokrone altitudes possess higher values of ∞V  during the simulated 

flybys.  As many as nineteen different values of apokrone altitude, within a given range, 

245,472 km < ar  < 3,560,782 km, are simulated for flybys of each of the five moons.  

The 19 orbits used to simulate gravity-assist flybys in the CR3BP are plotted in Figure 

5.1.  Only those orbits, from the 19 that appear in Figure 5.1, that cross the orbital path of 

a moon are used to simulate flyby trajectories associated with that particular moon.  For 

example, all 19 orbits in Figure 5.1 are used to simulate flybys of Enceladus, but only the 

seven outermost orbits are used in simulations involving Titan because the remaining 12 

orbits never travel sufficiently far from Saturn to reach the orbit of Titan.   



 

 

 

101

 

 
Figure 5.1  Nineteen initial spacecraft orbits utilized in simulations of 
gravity-assist flybys of Enceladus, Tethys, Dione, Rhea, and Titan. 
 

The 19 orbits from Figure 5.1 result in values of ∞V  within the following range: 1 

km/s < ∞V  < 10 km/s.  Of course, the value of ∞V  for a particular orbit varies depending 

on the flyby moon.  For each value of ∞V , several flyby distances, cr , are examined.  In 

general, cr  is modified by increments of 50 km beginning with trajectories that nearly 

impact the flyby body and extending to trajectories that pass just within the boundary of 

the Hill’s sphere that is associated with the flyby body.  To demonstrate a gravity-assist 

flyby of Titan with a fixed value of ∞V  but a variable cr , consider the trajectories plotted 

in Figure 5.2.  In Figure 5.2, a total of 130 gravity-assist flyby trajectories of Titan are 

plotted.  Each of the trajectories in Figure 5.2 possesses a flyby velocity relative to Titan 

with approximately the same magnitude, ≈∞V  6.63 km/s.  However, while the flyby 

velocity is held constant, the flyby altitude, cr , varies from just 65 km above Titan’s 

surface to the edge of the Titan Hill’s sphere, some 52,000 km from the center of the  
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Figure 5.2  Titan flyby trajectories with various flyby altitudes, all 
originating from an orbit sized: pr = 188,825 km and ar = 3,210,022 km. 
 

moon.  The Titan Hill’s sphere is projected onto the rotating frame xy-plane in the upper 

plot in Figure 5.2, and is visible as a silver disk of radius ~52,000 km.  As the flyby 

trajectories in Figure 5.2 pass behind Titan in its orbital motion around Saturn, the flybys 
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are expected to result in an increase in orbital energy.  Indeed, the lower plot in Figure 

5.2 demonstrates that there is a marked increase in the apokrone distance of the 

spacecraft orbit, ar , as a result of several of the Titan flybys. As expected, the increase in 

apokrone altitude is largest for the trajectories that pass closest to Titan, while the 

trajectories that pass near the very edge of the Hill’s sphere are perturbed by Titan to a 

much smaller degree.  In Figure 5.2, the orbits of Enceladus, Tethys, Dione, Rhea, and 

Titan appear in blue.  However, note that the trajectories in Figure 5.2 result from 

simulations in the Saturn-Titan CR3BP; the gravity of the four inner moons is not 

included.   

To quantify the magnitude of the velocity change, eqVΔ , that results from flybys of 

Enceladus, Tethys, Dione, Rhea, and Titan, simulations are carried out within the CR3BP 

associated with Saturn and each of the five moon.  In these simulation either ∞V  or cr   is 

held fixed while the other quantity is allowed to vary.  The results indicate the potential 

impact of each moon in reshaping the orbit.  For the trajectories plotted in Figure 5.2, the 

shape of the initial spacecraft orbit around Saturn is held fixed such that pr = 188,825 km 

and ar = 3,210,022 km and, as a result, the flyby velocity, ∞V , remains approximately 

constant regardless of the flyby altitude.  In this way, the sensitivity of eqVΔ  to variations 

in flyby altitude is probed in the CR3BP.  For each of the moons that are included in the 

Saturnian system six-body model, gravity-assist flybys at varying flyby distances, cr , are 

simulated for a particular initial orbit size.  The orbit of Enceladus is closer to Saturn than 

the orbit of Titan.  Therefore, if a spacecraft trajectory crosses the orbits of both moons, 

then it must cross Titan’s orbit at a lower ∞V  than when it crosses Enceladus’ orbit.  For 

this reason, different spacecraft orbits are used to evaluate each moon, so that values of 

∞V  remain nearly constant regardless of the flyby body.  The flyby trajectories 

represented in Figure 5.3 are selected for examination because these simulations all 

possess a similar value of flyby velocity, that is, ≈∞V  5.0-5.5 km/s.  This range of ∞V  

values is arbitrary and is used only for uniformity in the comparisons of the gravitational  
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Figure 5.3  Values of eqVΔ  computed in both the conic and three-body 
models for flybys of varying altitudes relative to Enceladus, Tethys, 
Dione, Rhea, and Titan. 
 

influence of each moon.   In Figure 5.3, the value of eqVΔ  that is computed during the 

CR3BP simulations (Equation 2.65) is plotted in blue, while the eqVΔ  that is calculated 

from the patched conic relationship in Equation 2.63 appears in red.  In Figure 5.3, note 
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the range along the vertical axis.  The magnitude of the eqVΔ  values on the y-axis vary 

tremendously depending on the flyby body. 

In Figure 5.3, the conic approximation for eqVΔ  is nearly always higher than the 

value calculated in the CR3BP.  However, the conic eqVΔ  is closer to the computed value 

in the three-body model for low altitude flybys of each moon; the conic and three-body 

values of eqVΔ  diverge for passes at higher altitude.  This result is actually quite intuitive.  

Recall that the three-body calculation for eqVΔ  is derived from the state of the spacecraft 

at the edge of the Hill’s sphere of the flyby body (Equation 2.65).  Therefore, trajectories 

that pass very near the flyby moon spend a longer period of time within the moon’s Hill’s 

sphere than trajectories that only graze the edge of the Hill’s sphere.  Since the eqVΔ  

calculation in the CR3BP is based on the difference between the orbital state of the 

spacecraft as it enters and exits the Hill’s sphere, sufficient time must pass between those 

two events for the moon’s perturbing influence to appreciably affect the spacecraft 

trajectory.  Thus, the value of eqVΔ  for high altitude flybys in the CR3BP approaches 

zero more quickly than the values of eqVΔ  evaluated using the conic equations. 

Based on an examination of the eqVΔ  magnitudes in Figure 5.3, Titan is the most 

significant moon for use in gravity-assist trajectories.  Low altitude flybys of Titan can 

achieve a eqVΔ  that is 15 times larger in magnitude than flybys of the next largest moon, 

Rhea.  Trajectories that pass near Titan with a flyby velocity of ~5 km/s can achieve a 

eqVΔ  larger than 1 km/s.  For comparison, recall that Cassini, NASA’s current Saturn 

orbiting probe, was launched with only enough propellant to accomplish a total velocity 

change, eqVΔ , equal to ~2 km/s over the entire 11-year prime mission, yet Figure 5.3 

demonstrates that a single Titan flyby can accomplish nearly the same total eqVΔ  

magnitude for free, that is, without expenditure of propellant.   

The results in Figure 5.3 reflect the variation of eqVΔ  as a function of flyby altitude.  

However, eqVΔ  is also dependent on the flyby velocity, ∞V .  Additional trajectories are  
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Figure 5.4  Comparison between the eqVΔ  associated with 100 km altitude 
gravity-assist flybys computed in both the patched conic and restricted 
three-body model for various values of ∞V . 
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simulated where the flyby altitude above each moon is fixed at 100 km and a range of 

flyby velocities, ∞V , are simulated.  The results of these simulations appear in Figure 5.4, 

where the values of eqVΔ  computed from simulations in the CR3BP appear in blue, while 

the patched conic values of eqVΔ  calculated from Equation 2.63 appear in red.   

  In Figure 5.4 the trends for all five plots appear qualitatively similar, but the 

magnitude of eqVΔ  resulting from flybys of each moon vary.  In general, the patched 

conic approximation of eqVΔ , as reflected in Figure 5.4, tends to overestimate the 

gravitational influence of the inner Saturnian moons (i.e., Enceladus, Tethys, and Dione) 

while underestimating the value of eqVΔ  computed in the three-body simulations 

involving Rhea and Titan.  The discrepancy between the patched conic calculation of 

eqVΔ  and the value evaluated from data produced in the CR3BP is most pronounced in 

the results of the flybys of Titan.  This discrepancy results from the imprecise definition 

of ∞V  used in this analysis to represent this quantity in the CR3BP.  In the three-body 

problem, ∞V  is assumed to be the velocity of the spacecraft relative to the flyby body at 

the moment of closest approach.  This definition of ∞V  in the CR3BP relies on two tacit 

assumptions.  First, that the magnitude of the velocity of the spacecraft relative to Saturn 

does not change appreciably during the time that the spacecraft transits the Hill’s sphere 

of the flyby body, and secondly, that the bending angle associated with the flyby is 

relatively small.  These assumptions are reasonably accurate for the simulated flybys of 

Enceladus, Tethys, Dione, and Rhea.  However, recall that the flybys simulated in Figure 

5.4 result from passes 100 km above the surface of each flyby body.  For flybys with a 

close approach only 100 km above Titan, the bending angle will be relatively large for 

flyby velocities associated with all seven Titan-crossing orbits in Figure 5.1.  Indeed, the 

trajectories plotted in Figure 5.2 result from simulations using the second highest 

apokrone altitude among those examined, and, thus, the second highest flyby velocity.  

Yet, the bending of trajectories immediately above Titan’s surface in Figure 5.2 is clearly 

visible in the top plot, despite the relatively high flyby velocity.   Consequently, the 

measure of ∞V  in the CR3BP, as described in this investigation, is not expected to agree 
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with the value calculated from Equation 2.63.  Despite the discrepancy between the conic 

and CR3BP computations of eqVΔ , a qualitative comparison between gravity-assist 

flybys in the patched conic and restricted three-body models still yields useful insight. 

From Figure 5.4, it is apparent that Titan can generally supply a eqVΔ  of at least ~1 km/s 

for each simulated flyby of the moon.  The magnitude of eqVΔ  from Titan flybys is an 

order of magnitude larger than the effects of any other moon.  However, the eqVΔ ’s from 

flybys of Tethys, Dione, and Rhea – flyby with values of eqVΔ  as large as 70-140 m/s – 

are still sufficiently large for practical use. 

From an examination of flybys in terms of both patched conics, as well as simulations 

in the CR3BP, one last observation is useful for mission design applications.  The 

magnitude of eqVΔ  that results from any flyby generally increases at a rate that is 

inversely proportional to flyby velocity and flyby altitude.  This conclusion is in 

agreement with the conic calculation in Equation 2.63 and also follows from the 

simulations in Figures 5.3-5.4.  One possible implication of the inverse relationship 

between eqVΔ  and both ∞V  and cr  is that flybys of the smaller four moons may not be 

particularly beneficial to the design of a flyby sequence, unless the flyby velocity has 

been substantially reduced by either Titan flybys or a large propulsive maneuver.  Even 

so, no single flyby of Titan or any of the other four moons yields a eqVΔ  of sufficient 

magnitude such that an arbitrarily sized initial orbit is immediately reduced to an energy 

level consistent with the orbit of Enceladus.  Substantial reductions in orbital energy 

relative to Saturn, are only accomplished with sequences of flybys. 

5.2 Designing Flyby Sequences in the Saturnian System 
 

There has been a great deal of research in the design of orbital tours for planetary 

moon systems.  Much past attention has focused on a tour of the Jovian system, with 

particular emphasis on Europa [32, 42-46]. However, discoveries at Saturn have recently 
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increased interest in Enceladus [4, 41, 47].  For previous applications, sequences of 

planetary moon flybys have been successfully designed by isolating a particular solution 

with patched conics and then correcting the trajectory in a full ephemeris model [32, 43, 

44, 47-49].  This approach to planetary tour design has proven to be very robust and has 

been used to design the gravity-assist trajectories for several recent NASA spacecraft [32-

37].  However, planetary tours proposed for future missions involve challenging new 

scenarios and dynamical environments that have not been previously exploited.  To 

design trajectories that meet new complex requirements, mission designers seek non-

intuitive trajectories and must explore broader regions in the solution space.  Recent 

research has produced several examples of non-intuitive trajectories that involve repeated 

close encounters or orbits of several moons while requiring low propellant expenditure 

[42, 45, 46].   

In generating new trajectories, mission design is generally approached from the same 

perspective, that is, identify reference solutions in lower-order dynamical models and 

then use corrections processes to remove position and velocity discontinuities in higher 

order dynamical models that may include additional non-gravitational perturbations [25, 

45, 46, 53].  The goal of this method of mission design is for the final trajectory to retain 

the general characteristics of the trajectory designed in the simpler models.  In an attempt 

to investigate flyby sequences from the multi-body perspective, a design method is 

developed that intentionally avoids patched conic assumptions, and instead focuses on 

computing flyby trajectories directly in the six-body model of the Saturnian system.  The 

algorithm developed to design flyby sequences in this analysis is initiated with the 

minimum possible a priori knowledge of the expected characteristics of the flyby 

sequence solution.  Thus, the mission designer is not biased toward known solutions or 

pre-determined flyby timing.   

Various strategies for tour design have been pursued by a number of researchers.  For 

example, Strange and Longuski [29] demonstrate a method of flyby sequence design in a 

patched conic model that identifies candidate flyby sequences based on an examination of 

the energetics involved in the flybys.  A decided advantage of this approach is an 

immediate determination of a particular sequence of flybys that accomplishes some 
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desired change in orbital energy; that result is successfully obtained even though no 

initial ordering to the gravity-assist flybys is defined. However, the method by Strange 

and Longuski [29] does not offer phasing information so the feasibility of a particular 

candidate flyby sequence, given the configuration of the flyby bodies at some initial 

orbital epoch, is not immediately known.  Alternatively, researchers including Lo and 

Anderson [25-27] have demonstrated sequences of gravity-assist flybys that transfer a 

spacecraft from some initial orbit, in resonance with the flyby body, to some alternate 

orbital resonance following each flyby.  This method produces trajectories that 

periodically encounter the flyby body in a multi-body model – albeit a model that only 

includes the gravitational influence of Jupiter and a single moon – by targeting particular 

orbital resonances during each flyby.  However, the method introduced by Lo and 

Anderson [25-27] requires prior knowledge of the precise spacecraft orbital resonances to 

be incorporated, both before and after a given flyby.  The strategy developed in this 

investigation prioritizes two significant design issues: (i) this method only produces flyby 

sequences with feasible timing based on the initial configuration of the Saturnian moons, 

and (ii) knowledge of the orbit of the spacecraft prior to, or immediately following, a 

flyby is not required. 

5.3 Design Algorithm for a Six-Body Flyby Sequence  
 

The underlying logic of the flyby sequence design algorithm used in this investigation 

is relatively straightforward.  Each iteration of the algorithm minimizes the closest 

approach distance that a spacecraft passes from some targeted flyby body.  Although the 

initial shape and size of the spacecraft orbit are assumed to be fixed, it is possible to 

adjust the flyby altitude of the spacecraft by varying the initial argument of periapsis, , 

corresponding to the spacecraft orbit around Saturn.  Most of the remaining details 

associated with the algorithm lie in its implementation. 

In this investigation, the design algorithm for a flyby sequence is initialized with just 

three user inputs: (i) the shape and size of the initial spacecraft orbit around Saturn, (ii) 

the position of the spacecraft along its Saturnian orbit, and (iii) the initial position of 
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Saturn’s moons along their orbits.  Generally, the spacecraft is assumed to be located at 

perikrone at the beginning of each simulation, but this is not necessary.  The trajectory 

design algorithm is independent of the initial orbital epoch of the Saturnian system; the 

algorithm produces solutions regardless of the initial positions of each moon. 

The shape and size of the initial spacecraft orbit is specified via the perikrone and 

apokrone altitude of the orbit. With perikrone and apokrone altitude fixed, the orbital 

semi-major axis, eccentricity, and period are all uniquely defined.  In addition, the orbit 

of the spacecraft is assumed to be coplanar with the orbits of the five moons.  Since the 

spacecraft orbital inclination is zero, the ascending and describing nodes of the orbit are 

undefined.  Thus, both the right ascension of the ascending node (RAAN) and argument 

of periapsis () are undefined.  For the purpose of this investigation, the inertial x-axis is 

selected as the reference direction from which the argument of periapsis (or argument of 

perikrone) is measured.  The spacecraft is assumed to be located at perikrone at the 

beginning of each simulation, therefore, the true anomaly of the spacecraft along its orbit 

is defined to be zero.  Note that, while the Keplarian elements associated with the initial 

spacecraft orbit are defined at the beginning of the flyby sequence design algorithm, these 

values are only used to define the initial conditions for the spacecraft; no additional conic 

assumptions are perpetuated throughout simulations in the six-body model. 

Once the trajectory design algorithm is initialized with the shape and size of the 

spacecraft orbit, the orbital motion of the spacecraft is numerically propagated forward in 

time in the six-body model of the Saturnian system for approximately one orbital period.  

In general, the integrated spacecraft trajectory fails to encounter any of the five moons for 

some arbitrarily selected initial state.  However, by varying the initial value of , the 

argument of periapsis, it is possible to rotate the orbit around Saturn such that the 

spacecraft is forced to cross the orbit of a targeted moon at precisely the moment that the 

moon is located at the intersection point.  As an example, consider the two simulated 

trajectories plotted in the inertial frame in Figure 5.5.  The simulation of both trajectories 

originates with the spacecraft located at perikrone of two orbits that are identical except 

for o, the initial argument of periapsis.  The orbits of each of the five moons appear as 

blue circles around Saturn in Figure 5.5.  In the left-hand plot, the initial value of the 
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argument of periapsis is o = 140o, while in the right-hand plot, o = 120.82o.  For both 

plots in Figure 5.5, Titan’s orbital position is depicted 2.4 days after the beginning of the 

simulation; this is the length of time that is required for the spacecraft to reach the orbit 

of Titan.  Along the orbit oriented such that o = 140o, the spacecraft does not encounter 

Titan as it crosses the moon’s orbit.  However, by simply reorienting the orbit to o = 

120.82o, the spacecraft passes just above Titan’s atmosphere and, as a result of the flyby, 

the apokrone distance of the spacecraft’s orbit is noticeably reduced.   

 

 
Figure 5.5  Two initial spacecraft trajectories for varying argument of 
periapsis values simulated in the six-body model of the Saturnian system. 

 

In Figure 5.5, small changes in o are used to isolate a single flyby of Titan.  Once 

the first flyby is identified, it is also possible to target additional, future flybys of one or 

more of Saturn’s moons by adjusting the flyby altitude of the first Titan flyby, such that 

the spacecraft orbit beyond the first gravity-assist flyby is then forced to encounter some 

additional target moon at a later point in the simulation.  The altitude of each flyby is 

controlled by finely adjusting the initial value of argument of periapsis, o.  

Theoretically, this logic can be extended to produce an infinite number of additional 

flybys.  However, the sensitivity of the trajectory to small variations in o renders long 

 = 140o  = 120.82o 



 

 

 

113

sequences of gravity-assist flybys very difficult to compute through variations in o.  

Although o can be modified manually based on user intuition, it is more practical to 

automate the procedure.  The process of using small variations in o to target a flyby of 

some Saturnian moon can also be formulated as a local optimization problem. 

5.3.1 Flyby Targeting Through Local Optimization  
 

The identification of a single flyby trajectory by varying the initial argument of 

periapsis of the spacecraft orbit is formulated as a constrained optimization problem 

where the flyby altitude of the target moon constitutes the objective function to be 

minimized by variations in the one-dimensional design variable, o.  This optimization 

problem is formally stated as in Figure 5.6, where ( )cr x  is the objective function being  

 

 
Figure 5.6  Formulation of the optimization problem statement used to 
find flyby trajectories of a Saturnian moon in the six-body dynamical 
model. 

 
minimized.  The objective function, ( )cr x , returns the altitude of the spacecraft at the 

point of closest approach to the targeted flyby moon, as a function of the sole design 

variable, x.  The design variables, x, is a scalar equal to the initial argument of periapsis, 

o.  In targeting the initial flyby in a sequence of gravity-assist flybys, x is permitted to 

2 16

Optimization Problem Statement:
  Minimize:

( )
  Subject to:

( )
( ) 1 0, 1,2,3,4,5

( ) ( ) ( ) 0

0 360
  Where:

j

c

c
j

j

a a

o

r x

r x
g x j

r

g x r x r x

x

x ω

= − ≤ =

= − ≤

≤ ≤

=

 



 

 

 

114

be any angular value within the range: 0o < x < 360o.  The objective function, ( )cr x , 

cannot be expressed as a closed form algebraic function of the design variable, x, because 

the design variable is simply a result of the parameterization of the initial spacecraft 

orbital state, and the value of the objective function, ( )cr x , is evaluated as the minimum 

distance to the flyby body along a numerically integrated spacecraft trajectory.   

This relatively simple optimization problem involves the minimization of an objective 

function with a one-dimensional design space.  However, the optimization will converge 

to collision trajectories with the flyby moons unless constraints are introduced to 

maintain feasibility in the physical Saturnian system.  The inequality constraints that 

appear in Figure 5.6 serve two purposes: first, the constraints prevent collisions with each 

of the five moons throughout the simulation, and second, an additional inequality 

constraint ensures that the flyby passes on the correct side of the target body to produce a 

reduction in the apokrone altitude of the spacecraft orbit around Saturn.  As is common in 

the formulation of optimization problems, the inequality constraints are only violated if 

the value of ( )ig x  exceeds zero when evaluated at x.  The first five constraints, those 

labeled ( )jg x  for { }1,2,3,4,5j∈ , constrain ( )
jcr x , the close approach distance to moon 

“j,” to be greater than the minimum feasible flyby distance from that moon: jr  (Table 

5.1).  In this formulation { }1,2,3,4,5j∈ , and these five integers correspond to the five 

moons in the dynamical model: Enceladus, Tethys, Dione, Rhea, and Titan.  The sixth 

inequality constraint, the constraint labeled 6 ( )g x , ensures that a flyby can only result in 

 

Table 5.1  Physical properties of the Saturnian moons used in the 
optimization constraint formulation. 

“j” Value 
Radius of 

Moon (km) 
Min. Feasible Flyby 

Altitude (km) jr  Value (km) jHillsr⋅8.0
 

Enceladus 1 256.3 50 306.3 760.4 

Tethys 2 529.8 50 579.8 1681.9 

Dione 3 560 50 610 2607.0 

Rhea 4 764 50 814 4664.9 

Titan 5 2575 900 3475 41938.8 
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a reduction in the spacecraft orbital apokrone altitude and, thus, its orbital energy.  The 

constraint 6 ( )g x  is calculated based on state vectors obtained from the integrated 

spacecraft trajectory, and the constraint is only violated if 
1 2
( ) ( )a ar x r x≥ .  The variable, 

1
( )ar x , is the instantaneous apokrone distance of the spacecraft’s Saturnian orbit 

calculated just prior to the closest approach of the flyby body, and 
2
( )ar x  is the 

instantaneous apokrone distance calculated from the state vector immediately after the 

flyby.  The apokrone distances, 
1
( )ar x  and 

2
( )ar x , are computed solely to determine 

whether the flyby results in a reduction in orbital energy.  Despite the unequal physical 

radii of the five moons used for gravity-assist flybys, the first five constraints are scaled 

to possess equal weights.  However, the sixth constraint is not scaled because numerous 

trials demonstrate that convergence is achieved more quickly when violations of 6 ( )g x  

are allowed greater weight than the five collision constraints.   

 

 
Figure 5.7  A grid search of the design variable domain associated with the 
flyby trajectory objective function for a single Titan flyby. 

 

Although the objective function in this algorithm cannot be expressed as a simple 

algebraic function of the design variable, gradient information is used to speed the 

convergence of a local optimization routine.  A grid search of the design variable domain 

associated with the objective function for a single Titan flyby appears in Figure 5.7.  The 
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design variable domain mapping in Figure 5.7 corresponds to an initial spacecraft orbit 

with pr = 244,455.28 km and ar =1,527,845.5 km.  An examination of Figure 5.7 reveals 

that there are two local minima with an objective function value near zero: o = 56o and 

o = 121o.  Both of these values are valid designs for flybys of Titan; one local minimum 

results in an outbound flyby and the other is an inbound flyby of the targeted moon.  In 

addition to the two local minima associated with Titan flybys, there are several additional 

features in Figure 5.7 that are notable.  Apart from the two values of o associated with 

Titan flybys, there is also a local minimum near o  245o that is not associated with a 

flyby, and as such, this local minimum is an undesirable solution.  However, user 

intuition can generally be used to prevent convergence on a local minima that is not 

associated with a flyby.   An additional feature that is visible in Figure 5.7 is a sharp 

spike near o  85o.  This feature results from a close flyby with one of the four moons in 

the six-body model of the Saturnian system other than Titan.  If the design variable 

domain is mapped at an even higher resolution than appears in Figure 5.7, additional 

features resulting from flybys of all of the moons in the six-body model are evident.  In 

practice, the spikes that result from flybys of additional moons are associated with 

violations of the 1( )g x - 5 ( )g x constraints in Figure 5.6.  Therefore, these undesirable 

regions are not part of the design space. 

A number of optimization algorithms can potentially be used to solve the problem 

formulated in Figure 5.6.  The design space of the objective function in Figure 5.7 

possesses relatively few local minima, and the two local minima associated with the Titan 

flybys have a width of convergence that is roughly equal to half the design variable 

domain.  For this reason, the optimization algorithm selected for application in isolating 

flyby trajectories uses gradient information to update the optimization search direction.  It 

is emphasized that there are many gradient-based constrained optimization algorithms, 

and some are better suited to this problem than others.  However, one common and robust 

nonlinear programming algorithm that is available is Sequential Quadratic Programming 

(SQP).  The SQP routine is a quasi-Newton direct method of minimizing a continuous 

nonlinear objective function by solving a simpler quadratic programming sub-problem.  

In essence, an SQP optimizer uses both numerical gradients and a numerical 
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approximation of the Hessian matrix of the Lagrangian function to solve a Quadratic 

Programming (QP) search direction sub-problem during each iteration of the SQP routine 

[54].  The SQP procedure is applied to the optimization problem in this investigation 

because the constraints are nonlinear functions of the design variable, o.  However, it 

should be noted that SQP is better-suited to problems of substantially more complexity 

than the minimization of a function with a one-dimensional design space.  A simpler, 

bounded minimization routine could potentially be used to identify flyby trajectories.  

However, such a method is not used here because of the complexity involved in 

evaluating the 1( )g x - 5( )g x  constraints.  While a bounded minimization technique might 

require separate numeric simulations of the spacecraft motion to evaluate the constraint 

values, the implementation of the SQP routine accommodates the nonlinear bounds 

without the necessity for any trajectory simulations beyond the objective function 

evaluations already included.  Although SQP optimization is typically used for problems 

of greater complexity than the trajectory design problem in this investigation, the SQP 

routine is still very effective in solving the optimization problem as formulated in Figure 

5.6.  The SQP algorithm is implemented using the “fmincon” routine available in 

MATLAB®. 

5.3.2 Application of SQP Optimization to Flyby Trajectory Design 
 

To illustrate the process involved in the trajectory design algorithm, the SQP routine 

is used to determine the value of o that produces a flyby of Titan for an initial spacecraft 

orbit sized such that pr = 244,455.28 km and ar = 1,527,845.5 km.  The input to the SQP 

routine included an arbitrarily chosen initial guess of o = 180o, a design variable value 

that does not yield a pass close to Titan.  The SQP routine converges on a trajectory that 

passes within 0.5 mm of the 3475 km minimum flyby altitude constraint for Titan, though 

this level of accuracy greatly exceeds the fidelity of the model used in simulating the 

physical Saturnian system.  The optimal design, x*, that results in a Titan flyby is 

x*=120.819487308821o.  Convergence onto the Titan flyby trajectory in Figure 5.8 
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requires 6 iterations of the SQP routine, involving 15 objective function evaluations, and 

totals less than five seconds of computation time on a desktop computer.  This result 

could be accomplished with a simpler shooting algorithm, but this is but the first 

encounter in a longer flyby sequence.   

It is not surprising that the flyby trajectory identified by the optimization routine is 

observed to skim the edge of Titan’s 900 km thick atmosphere, depicted in Figure 5.8 as 

a transparent sphere of proper thickness relative to Titan’s surface.  The trajectory in 

Figure 5.8 is plotted in the Titan-centered Saturn-Titan rotating frame.  As the flyby 

trajectory passes Titan on the positive y side of the x-axis, the trajectory passes ahead of 

Titan in its orbital motion around Saturn; the gravity-assist flyby results in a reduction in 

the apokrone distance of the spacecraft orbit around Saturn [32].  All six of the 

constraints are satisfied, and the constraint preventing a Titan collision is active, that is, 
*

5 ( )g x = 0. 

 
Figure 5.8  Two views of a single low-altitude Titan flyby identified using 
the SQP optimization algorithm. 

 

The flyby trajectory in Figure 5.8 is optimized to pass by Titan at a height exactly 

equal to the minimum flyby altitude that remains feasible and the trajectory thus receives 

the largest possible reduction in apokrone distance.  Following the Titan flyby, if the 

trajectory is simulated for several additional revolutions around Saturn, it is possible that 

the trajectory will naturally encounter additional Saturnian satellites, however, in general 
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no untargeted future flybys occur.  Although the Titan flyby in Figure 5.8 is optimized to 

achieve the maximum feasible reduction in orbital energy, to build a sequence of flybys it 

is necessary to sacrifice the optimality of the first flyby to ensure that the trajectory of the 

spacecraft following the first flyby can be targeted to encounter another flyby body at a 

later simulation time.   

A close flyby of a Saturnian moon reshapes the orbit of the spacecraft passing near 

the moon.  However, the trajectory of the spacecraft following the flyby varies depending 

on the altitude that the spacecraft passes above the flyby body.  By carefully modifying 

the altitude of one gravity-assist flyby it is possible to target additional future flybys of 

along the path of the spacecraft.  Following the identification of a single flyby trajectory 

of some Saturnian moon, additional flybys are targeted by small variations in the value of 

x*.  Recall that x* is equal to o, the initial argument of periapsis of the spacecraft orbit.  

Therefore, small variations made in o prior to the first flyby allow fine adjustments to 

the flyby altitude of the first flyby and, subsequently, flybys of additional moons that are 

targeted downstream.   

To target a second flyby, the flyby sequence design algorithm must preserve the 

gravity-assist effects of the first flyby while adjusting the altitude of the first flyby to 

target the second flyby.  Since the design of the overall flyby sequence is still expected to 

pass close to the first flyby target, regardless of any later flybys, the bounds on the design 

variable, x, are redefined for the second flyby to force the spacecraft to pass near the 

vicinity of the first flyby body along its path toward later flyby targets.  As an example of 

the bounds on the design variable used to preserve the first flyby, consider the two 

trajectories depicted in Figure 5.9.  In Figure 5.9, the red trajectory is the same optimized 

trajectory from Figure 5.8 that passes immediately above Titan’s atmosphere.  This red 

curve represents the closest feasible flyby of Titan and results from a design variable 

equal to 
1cω , where “c” denotes that the design results in the “closest” feasible flyby of 

flyby target number “1”.  The blue trajectory in Figure 5.9 results from a design variable 

value 
1f

ω , where the “f ” indicates that the design variable 
1f

ω results in a flyby “further” 

from the targeted flyby body number “1”.  Thus, 
1f

ω  is a trajectory that is optimized by  
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Figure 5.9  Two Titan flybys identified via SQP plotted in the Saturn-
Titan rotating frame; (i) one at the minimum feasible flyby altitude (red), 
and (ii) one at a distance 0.8 times Titan’s Hill’s sphere radius (blue). 

 
the SQP routine to pass at a distance from the moon equal to eight tenths (i.e., 0.8) of 

Titan’s Hill’s sphere radius.  The more distant flyby in Figure 5.9 defines an additional 

bound for the design variable, x.  A trajectory with an initial design value between 
1cω  

and 
1f

ω  always passes within Titan’s Hill’s sphere regardless of which future flybys are 

included in the gravity-assist sequence.  The more distant flyby in Figure 5.9 is 

120.82  
1
=cω  

118.52  
1
=fω  

Saturn-Titan Rotating Frame 
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determined by modifying the constraints )(1 xg - )(5 xg  such that jr , the minimum feasible 

flyby altitude (Figure 5.6), is replaced with 
jHillsr⋅8.0 , where 

jHillsr
 
is the Hill’s sphere 

radius of moon “j ” (Equation 2.64).  The spacecraft is constrained to pass within 

jHillsr⋅8.0  because this ensures that some appreciable gravity-assist effect from the flyby 

is preserved, however, 80% is an arbitrary value and can be replaced with any reasonable 

distance for each moon.  The dimensional values corresponding to 
jHillsr⋅8.0  for each 

moon is included in Table 5.1. 

Targeting of a flyby of an additional moon is accomplished by increasing the 

simulation duration to allow the spacecraft sufficient time to encounter the future target, 

then minimizing the closest approach distance to the desired flyby body at all simulation 

times following the first flyby.  This additional targeting is subject to the more restrictive 

bounds on the design variable.  External to the SQP routine, the design variable bounds 

for the second flyby are redefined as: ),max(),min(
1111 fcfc x ωωωω ≤≤ .  Using the new 

bounds on the design variable, the SQP algorithm targets an additional flyby of some 

Saturnian moon, while ensuring that the flyby of the first moon still occurs.  As an 

example, the flyby sequence design algorithm determines a flyby of Titan followed by a 

flyby of Dione.  Using the initial spacecraft orbit from Figures 5.8-5.9, the SQP 

optimization first computes the two flyby trajectories in Figure 5.9 that supply the design 

variable bounds for the first Titan flyby:  
1cω =120.819487308821o and 

1f
ω =118.522004684514o.  Using the bounds, 

11 cf x ωω ≤≤ , the optimization routine is 

directed to minimize the closest approach distance to Dione following the initial Titan 

encounter.  Following the determination of the two Titan flybys, seven iterations and 16 

objective function evaluations are required to identify the optimal design that achieves 

the Dione flyby:  
2cω = 120.378725978734o.  The trajectory that accomplishes the double 

flyby sequence is plotted in Figure 5.10.  A Titan encounter occurs 2.4 days into the 

simulation, then after 2.5 revolutions around Saturn over the following 23 days, the 

spacecraft passes 50 km above the surface of Dione.  As a result of the two flybys, the  

 



 

 

 

122

 
Figure 5.10  A Titan-Dione double flyby trajectory designed using SQP 
optimization. 

 

apokrone distance of the spacecraft orbit is reduced by over 80,000 km, though only ~5%  

of that change results from the Dione flyby.  Note that, as expected, the optimal design 

identified by the SQP routine, that is,  
2cω =120.378725978734o, falls within the bounds 

placed on the design variable, x, and the close proximity of the first Titan flyby is 

preserved even as the second flyby is targeted. 

120.3787  
2
=cω  

Saturn-Titan Rotating Frame 

Saturn-Dione Rotating Frame 
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5.3.3 Details of the Flyby Sequence Design Algorithm 
 

In the previous section, the flyby sequence design algorithm is demonstrated to 

identify a single trajectory that encounters both Titan and Dione.  However, Titan and 

Dione only serve as an example.  The actual sequence of moons can be selected based on 

user intuition, mission design constraints, or simply as targets of opportunity.  Although 

the Titan-Dione flyby trajectory in Figure 5.10 extends only through the second flyby, the 

same steps are implemented iteratively to produce a flyby sequence with an arbitrary 

number of close encounters with various Saturnian moons.  Successive flybys of the same 

Saturnian moon are valid and possible outcomes from the application of the design 

algorithm. 

To aid in the comprehension of the trajectory design algorithm, a flowchart 

representation of the algorithm is depicted in Figure 5.11.  The ultimate objective of the 

trajectory design algorithm is to obtain 
icω , the initial instantaneous value of the 

argument of periapsis that results in the flyby sequence achieving all of the “i ” targeted 

flybys.  Each iteration of the main loop of the trajectory design algorithm in Figure 5.11 

identifies both a nearby and distant flyby of the targeted Saturnian moon.  In theory, the 

algorithm terminates when no additional flybys are desired although, in practice, the 

algorithm terminates when the optimization routine encounters numerical sensitivity 

issues or otherwise fails to converge on a trajectory that accomplishes the user-defined 

sequence of flyby.   

In the implementation of the algorithm, an alternate formulation of the sixth 

optimization constraint, 6 ( )g x , may prove useful.  In the problem statement in Figure 

5.6, the sixth constraint is calculated simply as the difference between the apokrone 

altitude of the spacecraft orbit prior to the flyby and the apokrone altitude following the 
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Figure 5.11  Flyby sequence design algorithm introduced in this analysis. 

 

flyby, 
2 16 ( ) ( ) ( ) 0a ag x r x r x= − ≤ .  The sixth constraint ensures that the spacecraft passes 

on the correct side of the flyby target so that the flyby results in a reduction in the 

spacecraft orbital energy.  Since it is already known that flybys ahead of the target moon 

produce the desired result, the sixth constraint could also be formulated as follows, 

User Supplies Initial Spacecraft 
Orbit Shape and Size 

User Supplies Target For Flyby # i  
(Enceladus, Tethys, Dione, Rhea, or Titan) 

SQP Optimization: 1st Run  
(Identifies Trajectory That Passes a 

Distance jr  from Flyby Target) 

Resulting Design: icω  

SQP Optimization: 2nd Run  
(Identifies Trajectory That Passes 

jHillsr⋅8.0  from Flyby Target) 

Resulting Design: if
ω  

Redefine Bounds on x: 
},max{},min{

iiii fcfc x ωωωω ≤≤
Increase the Simulation Duration 

(i) Note the previous simulation duration 
 
(ii) Target future flybys only at simulation 
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No 
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 ( )6
ˆ ˆ ˆ( ) 0j jSg x R R z = − × ≤  , (5.1) 

where ˆ
jR  and ˆ

jSR  are unit vectors in the direction of vectors jR and jSR , as defined in 

Figure 5.12.  Both ˆ
jR  and ˆ

jSR  are calculated at the moment of closest approach to the 

flyby body.  Recall that flyby trajectories designed in the six-body model of the Saturnian 

system are located entirely within the inertial xy-plane; this is the plane of the orbital 

motion of the five Saturnian moons.  Since the orbits of both the spacecraft and the flyby 

 

 
Figure 5.12  Vectors quantities used in the alternate formulation of the 
optimization constraint, 6 ( )g x . 

 

moon are coplanar, the cross product ˆ ˆ
j jSR R×  results in a vector with a positive z 

component when the spacecraft passes ahead of the flyby moon at closest approach, and a 

negative z component when the spacecraft passes behind the target moon.  The constraint 

in Equation 5.1 effectively performs a check of the sign of the z-component of the cross 

product, ˆ ˆ
j jSR R× .  This alternate formulation of the sixth optimization constraint is used 

interchangeably with the constraint that appears in Figure 5.6.  However, the formulation 

of the constraint in Figure 5.6 tends to achieve faster convergence, so this constraint 

formulation is preferred, though both constraint formulations are used in the design of 

flyby sequences. 

Target Moon " "j
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5.3.4 Sample Sequence of Four Gravity-Assist Flybys 
 

To demonstrate the capabilities of the flyby sequence design algorithm, a number of 

example flyby sequences are designed.  Because of Titan’s immense size, it is the most 

desirable target for gravity-assist flybys, however, a flyby sequence using only the 

remaining four Saturnian moons is designed as an illustration of the appearance of 

trajectories in the vicinity of these moons.  Ultimately, to reach an orbit with apokrone 

below the radius of Titan’s orbit, gravity-assist flybys using the other moons are required. 

To ensure that flybys of Enceladus, Tethys, Dione, and Rhea are all feasible along the 

assumed initial orbit of the spacecraft, the initial orbit is selected with dimensions 

corresponding to: pr = 244455.28 km and ar = 1527845.5 km.  The flyby sequence is 

selected as: Dione-Tethys-Rhea-Dione, and each of these flybys are plotted in Figure 

5.13.  The computational progress of the trajectory design algorithm is recorded in Table 

5.2.  The first three flybys are successfully identified by the algorithm within 60 seconds,  

 

Table 5.2  Progress of flyby sequence design algorithm during 
demonstration trajectory design. 

Flyby Body 
Time to 

Convergence (s) 
Minimum Distance to Moon 

on Final Trajectory (km) 
Design Variable oω   

For the Optimal Design (deg) 
Dione 7.3 2595.8 83.885566429415 
Tethys 31.0 1653.7 83.5823891135278 
Rhea 54.0 1488.7 83.5839437111511 
Dione 77.8 17,860 83.5839262770679 

Enceladus 
(Unintentional) - 5489.2 

 
- 

 

and although the optimizer converges on a solution for the second Dione flyby, it is 

distant.  Although Enceladus is not specifically targeted during this short flyby sequence, 

two untargeted Enceladus encounters do occur, though neither passes sufficiently close to 

Enceladus to receive any substantial gravity-assist effects.  The flybys of Dione, Tethys, 

and Rhea are plotted in Figure 5.13 along with a plot showing the two Enceladus 

encounters, and an inertial view of the entire spacecraft trajectory.  The flyby sequence  
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Figure 5.13  Rotating frame and inertial views of a sequence of four 
targeted gravity-assist flybys in the order: Dione, Tethys, Rhea, Dione.  
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decreases the apokrone altitude of the spacecraft’s Saturnian orbit by 37,250 km during 

the 124-day simulation, though a further reduction of ~1,200,000 km is necessary to 

circularize the orbit to match the size of Enceladus’ orbit.  Clearly then, a sequence of 

flybys using only the four interior Saturnian moons requires many flybys to significantly 

reshape the orbit of the spacecraft.  However, a parameter study to consider the trade-offs 

between the number of flybys and the size of additional maneuvers would yield more 

insight into the problem. 

The trajectory in Figure 5.13 is an example of the sensitivity of the problem to small 

variations in the initial value of oω .  Note that in Table 5.2, each gravity-assist flyby is 

achieved by varying oω at a level two orders of magnitude smaller than the previous 

flyby.  Thus the values of oω  in Table 5.2 demonstrate that numerical sensitivity may 

ultimately limit the length of the flyby sequences that can be designed using this method.   

5.3.5 Flyby Sequence to Reduce Orbital Energy 
 

In this investigation, the objective of a sequence of gravity-assist flybys is relatively 

well defined; the flybys should produce a net decrease in orbital energy relative to Saturn 

via a reduction in apokrone height, eccentricity, or some other characteristic of the initial 

spacecraft orbit.  Using gravity-assist flybys accomplishes energy reductions without 

using additional onboard propellant.   

The conic model is useful to estimate the change in the spacecraft orbit around Saturn 

that is necessary to approach Enceladus’ energy level.  If the orbit of Cassini is used for 

guidance, it is expected that a spacecraft in orbit around Saturn may initially travel along 

an orbit defined with an apokrone altitude in excess of 12,500,000 km and a perikrone 

distance of ~240,000 km (a size comparable to Enceladus’ orbit around Saturn) [4].  

Along a conic orbit of this size, the spacecraft velocity is ~18.8 km/s as it passes 

perikrone.  At the same distance from Saturn, Enceladus travels at a velocity of ~12.6 

km/s relative to the planet.  To enter Enceladus orbit, the difference in relative velocity 
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between the spacecraft and Enceladus must be reduced to zero.  Thus, a V of 6.2 km/s, 

applied when the spacecraft is near perikrone, can circularize the spacecraft’s orbit to 

match the orbit of Enceladus. In practice, a velocity change of 6.2 km/s is exceptionally 

large for spacecraft using chemical propulsion.  A V of this magnitude exceeds the 

propulsive capabilities at the destination planet of every chemical propelled 

interplanetary probe launched to date.  Although the orbits with an apokrone distance of 

12,500,000 km are beyond the scope of this investigation, repeated flybys of Titan can be 

used to reduce apokrone to the initial value of ~7,300,000 km used in this analysis.   

The flyby sequences introduced previously in Figures 5.10 and 5.13 illustrate both the 

implementation and sensitivity of the flyby sequence design algorithm, yet neither of the 

trajectories in the previous two examples result in a substantial decrease in orbital energy 

relative to Saturn.   However, the trajectory design algorithm can be successfully applied 

to the problem of reducing the orbital energy of a spacecraft to a level that more closely 

approaches the energy level of Enceladus’ orbit.  To demonstrate a more effective use of 

the flyby sequence design algorithm to the Saturnian system, the algorithm is applied to 

reduce the orbital energy of a more practical initial spacecraft orbit.   

Assume that a spacecraft is initially in an orbit around Saturn with a perikrone 

distance of ~1,100,000 km (90% of Titan’s semi-major axis) and an apokrone of 

~7,300,000 km (six times larger than Titan’s orbit).  Using the Cassini mission [51] and 

the Enceladus Flagship Mission Concept Study [4] as baselines for spacecraft 

performance upon arrival at Saturn, it is feasible for a chemically-propelled spacecraft to 

achieve capture into an orbit of this size using two large propulsive maneuvers; one at the 

closest approach to Saturn, used to insert into an orbit with an apokrone of ~7,300,000 

km, and a second maneuver peformed at apokrone to raise perikrone from a meager 

~200,000 km to a distance of ~1,100,000 km from Saturn.  Similar maneuvers are 

required to achieve Saturnian orbit regardless of any subsequent tour of the Saturnian 

system. 

The perikrone altitude of the initial spacecraft orbit, ≈pr 1,100,000 km, exceeds the 

orbital radius of every one of the moons incorporated in the six-body model of the 

Saturnian system, with the exception of Titan (Table 4.3).  Titan is the only moon 
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accessible for use in gravity-assist flybys along the initial spacecraft orbit, and is 

therefore the first targeted flyby body.  The simulations to quantify the equivalent V 

resulting from flybys of each moon (Figures 5.3 and 5.4) demonstrate that gravity-assist 

flybys of Titan result in eqVΔ  values that are much larger in magnitude than flybys of 

Enceladus, Tethys, Dione, or Rhea.  Due to the larger eqVΔ  values associated with Titan 

flybys, the gravity of this moon is used repeatedly in the flyby sequence until the 

perikrone of the final spacecraft orbit is approximately the same distance from Saturn as 

the orbit of Enceladus.   

A sequence of six Titan gravity-assist flybys followed by one Dione flyby is plotted 

in Figures 5.14 and 5.15.  The flyby sequence is divided between the two figures to aid in 

the visibility of trajectory details. The flyby sequence could be accomplished along a 

single continuous trajectory, however, the trajectories that appear in Figures 5.14 and 

5.15 result from two separate applications of the trajectory design algorithm.  First, the 

algorithm is used to produce the first two Titan flybys in Figure 5.14. Secondly, the 

algorithm is restarted from an initial spacecraft orbit that closely matches the size of the 

final spacecraft orbit in Figure 5.14 to determine the remaining four Titan flybys and sole 

Dione flyby.  The flyby sequence in Figure 5.14 begins on a spacecraft orbit with 

dimensions: pr = 1100048.76 km and ar = 7,333,658.4 km.  The flyby sequence design 

algorithm yields the optimal design for the two flybys in Figure 5.14 with a final value of 

the design variable equal to oω  = 38.4281193908731o.  The time-of-flight between the 

two flybys in Figure 5.14 is 168 days and, as a consequence of the eqVΔ  induced by each 

Titan flyby, the apokrone distance of the spacecraft’s orbit decreases by ~5,800,000 km 

and the perikrone distance decreases by ~610,000 km.   

An additional flyby sequence is targeted to produce a trajectory incorporating the 

third through sixth Titan flybys and the sole flyby of Dione; the result appears in Figure 

5.15.  The trajectory in Figure 5.15 including the third through seventh flybys, and 

originates in an initial orbit that matches the approximate size of the spacecraft’s orbit 

following the two Titan flybys in Figure 5.14.  The precise dimensions of the initial  
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Figure 5.14  Inertial and rotating frame views of the first two Titan flybys 
involved in the sequence of six Titan flybys and one Dione flyby.  
Numeric labels denote Titan flyby locations and flyby order.  
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Figure 5.15  Inertial view and Saturn-Titan rotating frame views of the 
final four Titan flybys involved in the sequence of six Titan flybys and 
one Dione flyby. Numeric labels denote Titan and Dione flyby locations 
and the flyby order.  
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spacecraft orbit in Figure 5.15 are pr = 488,910.5 km and ar = 1,527,845.5 km.  From this 

orbit, an argument of periapsis equal to oω  = 273.8827955o produces four additional 

Titan flybys and a single Dione flyby.  To be more accurate, following the two flybys in 

Figure 5.14, three additional Titan flybys and a single Dione flybys are targeted, in that 

order.  However, prior to the final Dione flyby, the spacecraft experiences an untargeted 

close flyby behind Titan that actually produces a small undesired increase in apokrone 

distance, though the flyby sequence ultimately places the spacecraft on an orbit with 

perikrone very near the orbit of Enceladus.   

In Figures 5.14 and 5.15, the relative sizes of the orbits of Enceladus, Tethys, Dione, 

Rhea, and Titan appear in the inertial frame as blue rings of proper radius, and the orbital 

motion of the spacecraft is plotted in red in both the inertial and Saturn-Titan rotating 

frames.  The orbits of all six moons and the spacecraft in Figures 5.14 and 5.15 are 

prograde, that is, they travel in counterclockwise motion in the inertial reference frame 

(rotation in the +z direction).  Titan’s atmosphere is depicted in the rotating frame views 

of Figures 5.14 and 5.15 as the transparent sphere surrounding the moon, and the first two 

flybys in Figure 5.14 visibly graze the atmosphere of the moon.  In both figures, arrows 

are used to identify the locations of the first six flybys of Titan and the final seventh flyby 

of Dione in the inertial reference frame. 

Variations in both the perikrone and apokrone distances of the spacecraft orbit, as 

well as the spacecraft-Saturn separation distance, are plotted in Figure 5.16.  In Figure 

5.16, the orbital characteristics associated with the initial two Titan flybys are 

summarized on the left, and the remaining five flybys are plotted on the right.  In both 

plots from Figure 5.16, red lines mark the temporal location of each of the seven flybys.  

Note that each flyby in Figure 5.16 is associated with a sharp decrease in the perikrone 

and apokrone distances of the orbit, with the notable exception of the final flyby of 

Dione, which decreases the apokrone distance without a comparable decline in perikrone 

distance.  The qualitative difference between the Titan and Dione flybys results from the 

fact that the eqVΔ  associated with the Titan flybys is applied near apokrone of the  
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Figure 5.16  Variations in the orbital elements of a spacecraft’s orbit 
during the sequence of six Titan and one Dione gravity-assist flybys.  The 
first two Titan flybys on the left and the remaining four Titan flybys and 
sole Dione flyby on the right. 

 

spacecraft orbit, while the Dione flyby occurs relatively close to the perikrone point along 

the orbit of the spacecraft.  

To complete the entire sequence of seven flybys requires a time-of-flight of at least 

266 days, following the first Titan flybys.  The dimensions of the final spacecraft orbit at 

the conclusion of all seven flybys are ≈pr 285,000 km and ≈ar 1,288,000 km.  

Therefore, the overall reduction in orbit size as a consequence of the seven flybys 

corresponds to a decrease in apokrone distance of ~6,046,000 km and a decrease in 

perikrone distance of ~815,000 km.  To accomplish this same change in orbit energy 

through a two-burn scheme of propulsive maneuvers – where a maneuver is first 

implemented at perikrone in the original orbit to reduce the apokrone distance, and a 
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second maneuver is performed at the apokrone of the new orbit to reduce the perikrone 

distance – requires an equivalent eqVΔ  of 3.9 km/s.  Recall that the Cassini mission 

included a propellant budget for the entirety of its prime mission of less than 2 km/s [51], 

so a reduction in the required propulsive VΔ  amounting to 3.9 km/s is quite substantial.  

By using gravity-assist flybys to reduce the propulsive VΔ  requirements for a spacecraft 

transferring ‘down’ to Enceladus, it is not necessary for the mass of the spacecraft to be 

augmented by such a large amount of propellant mass.  An increase in the eqVΔ  (i.e., a 

decrease in the required propulsive VΔ ) is gained only at the cost of an increase in the 

time-of-flight associated with the trajectory, since the transfer from the large Saturnian 

orbit to the final, smaller orbit after the seventh flyby can be accomplished ballistically.  

 

Table 5.3  Approximate propulsive eqVΔ  associated with transferring the 
spacecraft from an orbit sized ≈pr 285,000 km, ≈ar 1,288,000 to a 
desired final orbit. 

Desired Final 
Spacecraft Orbit Required eqVΔ  (km/s) 

Enceladus Orbit 4.38 
2:3 Resonant Orbit 2.97 
5:8 Resonant Orbit 2.79 

 

The final spacecraft orbit following the seven flybys in Figures 5.14 and 5.15 does 

not deliver the spacecraft to precisely the orbital energy of Enceladus.  Instead, a 

propulsive maneuver or additional flybys of Saturn’s inner moons are required to reduce 

or eliminate the remaining relative velocity between Enceladus and the spacecraft as it 

approaches the orbit of Enceladus.  The required additional propellant cost to transfer a 

spacecraft to three final spacecraft orbit options appears in Table 5.3.  The results in 

Table 5.3 are based on the approximate propellant costs to apply a single maneuver near 

perikrone in the conic model to reduce the spacecraft velocity at perikrone ( ≈pr 285,000 

km) to the speed that matches the perikrone velocity along the desired final orbit.  As 

listed in Table 5.3, an additional eqVΔ  of 4.38 km/s is required, beyond the effects of the 

seven gravity-assist flybys, to insert the spacecraft into a circular Enceladus orbit.  
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However, the cost to transfer the spacecraft to the 5:8 or 2:3 resonant orbits depicted 

Figures 4.15 and 4.16 are smaller than the cost to transfer the spacecraft to an Enceladus 

orbit; the cost to transfer to the 5:8 resonant orbits is just 2.79 km/s, compared to the 4.38 

km/s cost to circularize the orbit.  Thus, while the specific sequence of gravity-assist 

flybys depicted in Figures 5.14 and 5.15 does not complete the transfer to Enceladus, this 

relatively simple flyby sequence accomplishes a large fraction of the required velocity 

reduction necessary to arrive at the orbital energy that is required to utilize the Enceladus 

orbits from Chapter 3 or the mean motion resonant orbits in Chapter 4. 

5.3.6 Advantages and Disadvantages of the Flyby Sequence Design Algorithm 
 

The flyby sequence design algorithm developed in this analysis possesses several 

advantageous features.  First, the optimization algorithm requires minimal user-supplied 

information.  The optimization algorithm does not require a reference solution, user 

supplied Saturnian moon encounter dates/times, or prior knowledge of the instantaneous 

Keplarian orbit of the spacecraft either before or after the flyby.  This flyby trajectory 

design algorithm also offers the option for a high level of user interactivity.  In this 

analysis, the algorithm is generally not provided a specific list of flyby targets prior to the 

construction of the flyby sequence.  Instead, a flyby trajectory returned by the 

optimization algorithm is propagated beyond the simulation time associated with the 

known flyby, and the rotating reference frames of each of the five flyby moons are 

inspected to determine whether the natural dynamics of the Saturnian system result in any 

future close approaches without additional targeting.  This method of identifying 

potential flyby targets, based purely on the natural dynamics of the Saturnian moons and 

spacecraft, is possible because the algorithm is sufficiently flexible to allow the user to 

select flyby targets during the course of the design process.   

Because this trajectory design algorithm accomplishes design directly in the six-body 

model, the solutions returned by the algorithm are of higher fidelity.  Although the 

Saturnian moons are assumed to move in circular orbits around Saturn in the six-body 

dynamical model, the optimization algorithm does not depend on this assumption.  
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Consequently, it is relatively easy to add the eccentricity of the orbits for each of the 

moons, and to incorporate the physical true anomaly of each moon from an ephemeris 

file to further increase the accuracy of the results.  However, the trajectory design 

algorithm is formulated based on the assumption that the orbits of the five moons are 

coplanar.  Note that if even small displacements in z position are introduced into the 

model for either the orbits of the moons or the spacecraft, then targeting flybys of 

Saturnian moons is generally not possible through the minimization of a single initial 

orbital parameter, oω , since there is additional dependence on orbital inclination.   

Although there are several insightful and useful features in the trajectory design 

algorithm developed in this analysis, the method also includes a number of limitations.  

The most serious issue associated with the algorithm is the sensitivity of spacecraft 

trajectories with multiple flybys to small variations in oω .  Of course, this characteristic 

frequently surfaces in numerical algorithms applied to nonlinear problems in 

astrodynamics.  However, building sequences of flybys that include more than six or 

seven flybys is difficult as the level of variation in oω  approaches the numerical level of 

precision.  Modification of the algorithm to a process based on multiple shooting could 

improve the performance. 

Another limitation of this method of designing flyby trajectories is the computational 

inefficiency of the algorithm as the duration of numeric propagations increases.  Using 

the optimization routine to identify a single flyby trajectory only requires a few seconds 

to complete.  However, as additional flybys are targeted, the duration of the numerical 

integration steps during each objective function evaluation increases.  Unfortunately, the 

runtime of the algorithm increases as additional flybys are targeted, both because each 

function evaluation requires a longer numerical integration, and as the sensitivity of the 

problem increases, the SQP algorithm requires additional iterations to converge on a 

solution.  The computational expense associated with this trajectory design algorithm 

would be less of a disadvantage if the trajectory design method were not so interactive.  

Generally, it is inconvenient for a user to interact with the algorithm, if adding a single 

additional flyby requires several minutes to determine a feasible solution. 
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6. CONCLUSIONS 

6.1 Summary 
 

The problem of developing trajectories to support a mission to Enceladus is 

examined.  In particular, the investigation is focused on spacecraft motion once it has 

been delivered to the Saturnian system.  The transfer from the vicinity of Titan to 

Enceladus is considered using multi-body dynamical models of the Saturnian system.  

This investigation includes an overview of several dynamical regimes encountered by the 

spacecraft.  Several multi-body mission design tools are used in this investigation and the 

historical development of multi-body dynamical models is discussed.  The derivation of 

many of the mathematical tools to compute periodic solutions in the CR3BP is presented.  

Mean motion orbital resonance and the mechanics of gravity-assist flyby trajectories are 

also examined to facilitate the application of both dynamical phenomena to mission 

design in the Saturnian system. 

With an appropriate level of dynamical and mathematical background, trajectories in 

the vicinity of Enceladus are examined within the context of the Saturn-Enceladus 

circular restricted three-body problem.  With this dynamical model, a number of periodic 

orbits in the vicinity of Enceladus are identified, including families of Lagrange point 

orbits known as Lyapunov and halo orbits, as well as other periodic orbits of Enceladus.  

The strong perturbing influence of Saturn on Enceladus orbits is demonstrated through 

several simulations of initially circular orbits around the moon.   

As an alternative to entering an orbit around Enceladus, several spacecraft orbits that 

share a mean motion resonance with Enceladus are generated that offer relatively low 

velocity flyby reconnaissance of the moon.  Families of resonant orbits in the Saturn-

Enceladus CR3BP are presented, as well as examples of resonant orbits in the Saturn-
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Dione CR3BP that include periodic close flybys of both Dione and Enceladus.  Resonant 

orbits generated in the Saturn-Dione CR3BP are propagated in a six-body dynamical 

model of the Saturnian system to examine the sensitivity of the orbits in a higher fidelity 

model and the characteristics of quasi-periodic resonant trajectories that pass near both 

Dione and Enceladus. 

An algorithm for designing sequences of gravity-assist flyby trajectories in a multi-

body model of the Saturnian system is developed.  The trajectory design algorithm uses a 

constrained local optimization routine to adjust a single design variable associated with 

the initial spacecraft state that results in a gravity-assist flyby of a user-defined target 

moon.  The purpose of this algorithm is the reduction of the orbital energy associated 

with a spacecraft’s orbit to a level that more closely matches the energy level of 

Enceladus’ orbit around Saturn.  Sequences of flybys are constructed using this 

optimization algorithm. 

6.2 Recommendations for Future Work 
 

This investigation serves as an overview of the Enceladus transfer problem, and as 

such, several aspects of this analysis merit a more detailed examination.  On the topic of 

orbiting Enceladus, the most significant simplifying assumption in using the CR3BP to 

model the dynamical system is neglecting the perturbing influence of Saturn’s oblate 

gravity field as well as the gravity harmonics of Enceladus.  Saturn in the most oblate 

planet in our solar system and, as such, the J2 component of Saturn’s gravity field is fully 

expected to generate a significant perturbing influence within the Saturnian system.  

Enceladus also possesses a non-spherical gravitational potential.  For this reason, it 

remains of interest to examine the orbits around Enceladus in the CR3BP including the 

impact of the additional perturbing influences of the full gravity harmonics of Saturn and 

Enceladus.  With a more physically realistic model of the gravity fields of both Enceladus 

and Saturn, the maximum feasible orbital inclination for a science orbit can be further 

probed and an understanding of the stability of the Enceladus science orbits can be 

expanded. 



140

The resonant orbits in this investigation periodically or quasi-periodically encounter 

Enceladus without substantial changes to the spacecraft orbit.  However, it is also 

possible to use gravity-assist flybys to switch orbital resonances with the flyby body.  

Although not explored in this investigation, it would be a worthwhile extension of the 

resonant orbit analysis.  Neither the stability nor instability of mean motion resonant 

orbits are examined in this analysis, however, previous work has demonstrated that by 

applying dynamical systems theory to the Jupiter-Europa system, it is possible to achieve 

ballistic capture into a Europa orbit from an orbit in mean motion resonance with Europa 

[25-27].  Applying these techniques [25-27] to the Saturnian system in general, and to the 

resonant orbits in the Saturn-Enceladus system in particular, would constitute a 

particularly meaningful extension of this investigation. 

As currently formulated, the flyby sequence design algorithm developed in this 

investigation is limited in computing extensive sequences of flybys of the Saturnian 

moons.  The utility of the optimization-based algorithm in designing flyby trajectories is 

demonstrated in this investigation.  However, the optimization problem in mission design 

can be reformulated to address some of the limitations.  Alternative strategies are 

warranted to respond to the most challenging aspects of the problem: the sensitivity of the 

problem to small variations in the design variable, and the inefficiency of the 

optimization process for long sequences of flybys. 

6.3 Concluding Remarks 
 

As a result of this investigation, numerous potential solutions to the Enceladus 

transfer problem are illuminated.  These solutions range from Lagrange point orbits and 

perturbed circular orbits around Enceladus that could be used for global mapping of the 

moon’s surface, to orbits around Saturn that share mean motion resonances with both 

Dione and Enceladus, thus providing close flybys of each moon at relatively low velocity 

and at periodic intervals.  In addition to the Enceladus science orbit options, gravity-assist 

flyby sequences to reduce the orbital energy of a spacecraft relative to Saturn are also 

introduced, as well as a technique to identify these solutions. While, the particular 
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solutions identified in this analysis result from an examination of the problem strictly 

from a multi-body perspective, these orbits and trajectories are solutions to the very real 

physical problem of sending a spacecraft to Enceladus, and the solutions are ultimately 

independent of the model use.  However, this investigation also offers dynamical insight 

into the problem of transferring a spacecraft to Enceladus; this addition to the 

understanding of the multi-body nature of the Saturnian system goes beyond the 

identification of point solutions to the Enceladus transfer problem.  Ultimately, the 

dynamical insight is a first step in the open-ended dynamical problem of multi-body 

mission design in the Saturnian system. 
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